
2022-05224 - PhD Position F/M Byzantine
fault tolerance and novel Sybil techniques
for P2P storage
Contract type : Fixed-term contract
Level of qualifications required : Graduate degree or equivalent
Fonction : PhD Position

About the research centre or Inria department
The Inria Rennes - Bretagne Atlantique Centre is one of Inria's eight centres and has
more than thirty research teams. The Inria Center is a major and recognized player in
the field of digital sciences. It is at the heart of a rich R&D and innovation ecosystem:
highly innovative PMEs, large industrial groups, competitiveness clusters, research
and higher education players, laboratories of excellence, technological research
institute, etc.

Context
This PhD thesis will be in the context of a collaboration between HIVE and Wide and
Coast Inria teams. The Ph.D student will be located at Inria Center of the University of
Rennes  and will be visiting team Coast at Inria Nancy-Grand Est  and the Hive offices
in Cannes.

About Hive:

Hive intends to play the role of a next generation cloud provider in the context of Web
3.0. Hive aims to exploit the unused capacity of computers to offer the general public
a greener and more sovereign alternative to the existing clouds where the true power
lies in the hands of the users. It relies both on distributed peer-to-peer networks, on
the encryption of end-to-end data and on blockchain technology.

About Inria Center of the University of Rennes:

The Inria Center of the University of Rennes is one of Inria's eight centers and has
more than thirty research teams. The Inria Center is a major and recognized player in
the field of digital sciences. It is at the heart of a rich R&D and innovation ecosystem:
highly innovative PMEs, large industrial groups, competitiveness clusters, research
and higher education players, laboratories of excellence, technological research
institutes, etc.

About Inria Nancy - Grand Est:

The Inria Nancy - Grand Est center is one of Inria's eight centers and has twenty
project teams, located in Nancy, Strasbourg and Saarbrücken. Its activities occupy
over 400 people, scientists and research and innovation support staff, including 45
different nationalities. The Inria Center is a major and recognized player in the field of
digital sciences. It is at the heart of a rich R&D and innovation ecosystem: highly
innovative PMEs, large industrial groups, competitiveness clusters, research and
higher education players, laboratories of excellence, technological research institutes,
etc.

Assignment
A key challenge in a distributed storage system lies is withstanding the behavior of
Byzantine nodes. These can result from malicious actors or simply from bugs or
hardware problems, but in all cases they can render the system unusable in the
absence of proper protocols [1]. Research in distributed algorithms has led to a
number of protocols for managing Byzantine behavior in a classical, permissioned,
setting [2, 3, 4, 5]. Yet operation in open permissionless settings remains challenging
[6]. Currently, used methods like Proof-of-Work or Proof-of-Stake each have their own
limitations. PoW suffers from enormous energy consumption, while PoS relies on the
presence of a cryptocurrency or other similar asset.

Recent research has shown that, albeit promoted in the context of Bitcoin, the
blockchain data structure is unnecessary to implement a cryptocurrency [7]. This has
led to the appearance of a variety of proposals that implement cryptocurrencies with
lighter primitives such as Byzantine Reliable Broadcast [8, 9]. This simplification is
likely to extend to a variety of other applications that currently fall under the
Blockchain hype, including distributed storage.

In this PhD thesis, we plan to explore novel techniques to handle Sybil [10, 11, 12] and
Byzantine attacks in the context of distributed storage. We will explore distributed
storage solutions that, while not requiring the presence of a classical blockchain, can
offer the same or even stronger guarantees in terms of fault-tolerance, data
persistence, privacy, and security.

Main activities
Programme

The Ph.D. will consider this research question in two different contexts, close and
open systems. These two context represents a gradation in the algorithmic and
implementation difficulty of trustless distributed storage.
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Inria is the French national research
institute dedicated to digital science
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different professions. 900 research
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scientific and entrepreneurial projects
that have a worldwide impact.
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— In a first stage we will investigate large-scale trustless decentralized storage under
a closed model. This model assumes that an attacker may comprise existing
participants, but exclude attacks that require the injection of large numbers of new
nodes, or the creation of novel identities. In this context the Ph.D. will consider the
design, implementation and characterization of increasingly complex data-structures.

We will first consider append-only data structures, possibly with commutative
operations. This type of storage object can be implemented using FIFO Byzantine
Reliable Broadcast only [13]. Introduced in the eighties [14, 15], Byzantine reliable
broadcast (BRB) is a fundamental abstraction of distributed computing [16, 17, 2, 18,
3, 4, 19, 20, 21]. BRB assumes that one particular process, the sender, broadcasts a
message to the rest of the system, and that correct (a.k.a. honest) processes all
deliver the value initially broadcast if the sender is correct, or that, if it is not, either
all agree on some value, or that none delivers any value.

BRB algorithms are lighter and computationally weaker than consensus or total-order
broadcast, but most existing algorithms and implementations exhibit a high message
complexity and have not been design for large-scale systems. To alleviate these
obstacles, we will explore how epidemic strategies can help overcome these
performance bottlenecks, in particular in intermediate synchrony models, such as
eventually synchronous networks [22].

In a second strand of research we will look at mutable data with possibly conflicting
operations. In this context we will focus on practical means to detect and equivocation
in replication protocols. Replication protocols are responsible for reconciling the state
of copies to converge to a state that integrates the modifications of each one. The
convergence of the copies conditions the liveliness and therefore the success of a
collaboration. If two contributors have copies that are not unable to converge, their
views of the content will be different. Some malicious peers may try to permanently
diverge the views of other honest peers. To do this, they use the weaknesses of
certain replication protocols: they transmit different modifications to different honest
peers that are perceived as identical by the protocol. This is an equivocation.

The research question we want to address is how to ensure the convergence of copies
of honest peers in the presence of malicious peers and to preserve the properties
offered by the peer-to-peer collaboration?
We propose to use tamper-proof logs of operations. Each operation is signed by its
author and references operations on which it depends. As two distinct operations have
a different signature, pairs can identify equivocations.

— In a second stage we will move to an open trustless system, in which an attacker
may create additional identities and launch Sybil attacks. Current approaches typically
use some form of Proof-of-X (such as proof-of-work [23, 24] or proof-of-stake [25]) to
address this problem. Proof- of-work (in the form of crypto puzzle) comes with a high
energy cost [26], and limits the system’s scalability. Proof-of-stake limits the
openness of the system as only nodes with significant stake can participate in the
consensus, leading to an oligopoly situation, and introduces a complex
interdependency between the consensus algorithm and the cryptocurrency built upon
it.

In this Ph.D. we plan to address these limitations by exploring how techniques related
to storage, such as Proof-of-storage, could be used in the project’s context, to address
the challenges of open systems, while avoiding the (stark) limitations of existing
solutions.
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Skills
 

Engineering and/or Master 2 degree in Computer science / Applied
mathematics with an experience in computer networks.
Theoretical expertise: distributed systems, P2P networks, security

Good collaborative and networking skills, excellent written and oral
communication in English
Good programming skills
Strong analytical skills

 

Benefits package
Subsidized meals
Partial reimbursement of public transport costs
Possibility of teleworking ( 90 days per year) and flexible organization of
working hours
partial payment of insurance costs

Remuneration
Monthly gross salary amounting to 2051 euros for the first and second years and
2158 euros for the third year
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