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!ource !eparation !rom !onvo‘utive Hixtures

e Problem: J Source signals, mixed with filters and summed,
are recorded at / microphones: Recover the original sources!

e An ill-posed problem: very large number of unknown variables
and parameters.
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Problem Formulation in STFT domain

e Separate a mixture of J sources with / microphones.
e In STFT domain the problem becomes:

xfe = Arsee + by

/

mixture [/ x 1]

observed .
mixing ma-
trix [/ x J] sensor noise
unknown! [l x 1]
source STFT unknown!
[J x 1]
unknown!

o f =11, F]: frequency bins, £ = [1,L]: time frames.
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Outline of the General Methodology

e There are multitudinous MASS methods.

e We embrace the family of methods based on Wiener demixing.
e The general recipe is:

Estimate |s; |, e.g. via NMFUL.

Estimate the mixing matrices As.
Construct demixing Wiener Filters to extract sy from xsy.

Iterate ..

[ [Ozerov and Févotte, 2010]
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Local Gaussian Composite Model

e Inspired byME:
e Each source s; ry: sum of latent components
Kj
Sjfr = Z Ck,fe < s = Gegy,
k=1
. . . IXK.
with a known binary matrix G € N :

J

e in total we have K = " K; components.
j=1

e Each component follows p(ck r¢) = Nc (ck.re; 0, uk o).

[ [A. Ozerov and C. Févotte, 2010]
(2 [N. Q. K. Duong, E. Vincent and R. Gribonval, 2010]
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Non-Negative Matrix Factorisation (NMF)

Typically: uk o = wachge as in"B

This is equivalent with NMF on |s; /|2
Benefits:

e Reduces the number of parameters to be estimated.
e Avoids the permutation of sources between frequencies.

Limitations:

o uy o is of rank=1 (thus |s; r¢|? is of rank=|K;]);
o Limited flexiblity of the estimated demixing Wiener-filters due
to low-rank constraint on |s; r¢|?.

[ [A. Ozerov and C. Févotte, 2010]
Bl [S. Arberet, A. Ozerov, N. Q. K. Duong, E. Vincent, R. Gribonval, F. Bimbot, and P. Vandergheynst, 2010]
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Our Goal

We would like to have |s; s¢|* be full-rank (i.e. unfactorised);

e use no more parameters as the standard NMF;

and without introducing frequency-permuation;
We want NMF but without factorisation! How?
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Proposed Model Formulation

each uy r¢ € Ry is considered as a r.v.
p(uk,re) =ZG (Y » Ok,re)
) Yk )
_ (Ok.r0) i 0D exp (_ k,fz) ,
M(7x) U fe

ZG (Vk, Ok fe) is the Inverse-Gamma distribution with scale
parameter dy r¢ and shape parameter .
we factorise the scale parameter 6§, rp = wachyy.

The NMF is placed on the hyperparamter, instead of wuy .
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Proposed Model Highlights

Number of parameters: almost same with NMF;

the K additional ~y, control the relevance of uy f;.

uy.fe is of full rank = |Sj’fg|2 is of full rank;

potentially allows more flexible demixing Wiener-filters;
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Associated Graphical Model

Vis Wk, hie @
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Inference & EM Algorithm

Probabilistic inference of:
C= {Cf@}f,e ,u = {Uk’fg}f’&k given X = {ng}fye.

Gaussian sensor noise: p(X|C) = Nc( ArGeyry, vely ).
A standard EM alternates between:

e Inference of p(C,U|X).

e Estimation of 0 = {Vf, Wi, hie, Afﬁk} -
£.0,k

Inference of p(C,U|X) is intractable in our case;
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Variational EM

e Variational approximation: p(C,U|X) ~ p(C|X)p(U|X),
o E-step split into two steps:

o Components E-step: Estimate p(C|X) given p(U|X)

e Component’s PSD E-step: Estimate p(U|X’) given p(C|X).

e M-step: Estimation of As,vs and Inverse-Gamma parameters:
via maximization of the complete-data expected log-likelihood.
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Expectation Step - Components

o Components E-step: p(crs|X) = Nc(€fo, £§,) with

(A G)HA G -
¢, = . 1 f f ,
fe [dlagK (.., —ﬁkﬂ,..> SE— ]

e i re € Ry is given from the "old" p(U|X).

o The sources 8¢ € C7 are extracted with:

Sr¢ = GEry,
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of components

e Component’'s PSD E-step:

ik et ool + wachie
Yk +1 '

O o =

ey ro is full rank!

e Increasing v, decreases the contribution of ¢, ¢.
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Maximization Step

The parameter set 6 = {Ar, v¢, e, hie, Vi } 0.k is updated by
maximizing the complete data expected log-likelihood=

Epcjx)pux) [log p(X,C,U)].

LS estimators for Ar and vy;

Updates for wy, hxp: conceptually similar with IS-NMF®,
scale-invariant update for :

FL
F,L ~
: X st
kk,fe 5
f;l log (1 + wichie )

[4]C. Févotte, N. Bertin and J. L. Durrieu, 2009]

15/20



Experimental Setup

e Convolutive stereo mixtures, 3 speech signals from TIMIT
(length = 2s),

e Simulations using BRIRP! with Tgo = 680ms.
e Comparison with NMF-MASS method™.

e Initialization of mixing matrices: blind! (the entries of Af set
to 1). Initialization of NMF (K; = 20): corrupted versions of
the true source’s spectra:

o Performance evaluation using SDR® (higher the better).

5] [C. Hummersone, R. Mason and T. Brookes. 2013]
[ [Ozerov & Févotte 2010]
(o] [E. Vincent, R. Gribonval, and C. Fevotte, 2006]
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Quantitative Results

Average SDR (dB) scores on 10 sets of speakers:

Proposed Baselinel
Corrupt. s S s3 s1 S S3

20dB 8.6 6.2 9.3 83 57 81
10dB 8.3 6.0 8.0 81 58 75
0dB 26 1.7 0.8 1.7 08 0.2

SDR measured at the input:

S1 S2 S3
SDR(dB) -0.3 -7.0 -2.7

[ [Ozerov & Févotte 2010]
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Estimated Values of the Shape Parameter log(~y)

° component
Src.

Figure: High v, = irrelevant component!
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Conclusions and Future Work

e We propose an NMF "without factorisation” to parameterize
|Sj’f[ 2, for MASS.

Our model includes a component weighting mechanism.

Results obtained with 3 sources and 2 microphones
(underdetermined mixtures) are quite encouraging;

e We plan to thoroughly investigate initialization strategies to
address blind setups.
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Thank you !



