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1 Partnership

1.1 Detailed list of participants

• Odalric-Ambrym Maillard (Inria, since 2015) is the principal investigator of the French
partner, and has been working on advancing bandit and reinforcement learning theory.
From 2016 to 2021, he was head of the AND JCJC project BADASS (BAnDits Against
non-Stationarity and Structure) that is directly relevant to the project. More recently,
he worked on society-oriented applications via several projects, including health-care and
agroecology (see http://odalricambrymmaillard.neowordpress.fr/research-projets).
Webpage: http://odalricambrymmaillard.neowordpress.fr.

• Junya Honda (Kyoto University, associate professor, since 2020) is the principal investiga-
tor of the partner, and has been working on theories of bandit algorithms and its applica-
tion to experimental design. http://stat.sys.i.kyoto-u.ac.jp/honda/index_e.html

• Kohei Hatano (Kyushu University, associate professor, since 2017) has been worked on al-
gorithms for bandit problems and online learning with their application to communication
systems. https://sites.google.com/view/koheihatano/

• Junpei Komiyama (NYU, assistant professor, since 2020) has been collaborated with Junya
Honda on the topics related to the proposal, especially on bandit problems and fairness
in machine learning. https://sites.google.com/view/junpeikomiyama/

• Emilie Kaufmann (CNRS junior researcher, since 2015, member of Inria Scool) has col-
laborated with Odalric-Ambrym Maillard on the topics of the proposal and has recently
been interested in applying bandit algorithms for drug development, especially clinical
trials [40, 3] http://chercheurs.lille.inria.fr/ekaufman/

• Debabrota Basu (Inria starting faculty, since 2020) is a colleague of Odalric-Ambrym
Maillard in the Scool team, and also collaborating on the topics of designing safe and
efficient algorithms for bandits and reinforcement learning. Debabrota does also active
research on the topics of privacy and fairness in machine learning.
https://debabrota-basu.github.io/

• Yuko Kuroki (The University of Tokyo, research associate, since 2021) had been supervised
by Junya Honda, and is working on the computational aspects of bandit algorithms.
https://sites.google.com/g.ecc.u-tokyo.ac.jp/yukokuroki/

• Charles Riou (The university of Tokyo, PhD student, until September 2023) is supervised
by Junya Honda and working on nonparametric algorithms in bandit algorithms and their
application to risk-sensitive environments.

• Taira Tsuchiya (Kyoto University, PhD student, until September 2023) is supervised by
Junya Honda and working on stochastic bandit algorithms and methods jointly involving
bandit algorithms and reinforcement learning. https://tsuchhiii.github.io/

• Dorian Baudry (PhD student, until November 2022) is co-advised by O-A. Maillard and
E. Kaufmann, and has been working on non-parameteric methods for bandits.

https://dbaudry.github.io/

• Clémence Réda (PhD student, until August 2022), is co-advised by E. Kaufmann and
Andrée Delahaye-Duriez (INSERM) and is working on applications of sequential methods
to drug repurposing https://clreda.github.io/
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• Hassan Saber (PhD student, until November 2022), is advised by O-A. Maillard under
a grant from Inria, and has been working on optimal generic strategies for structured
multi-armed bandits. https://hassansaber.com

• Fabien Pesquerel (PhD student, until October 2023), is advised by O-A. Maillard, under
a grant from ENS Paris, and is working on efficiently handling structures in reinforcement
learning theory. https://fabienpesquerel.github.io

1.2 Nature and history of the collaboration

Describe the nature and complementarity of the collaboration and the past/existing activities
between the participants. Expected length: half a page.

Although this project is the first formal collaboration between our two teams, they have
known each other for some years, especially regarding the work on multi-armed bandit theory.
Indeed, we both publish on related topics in similar venues. The idea of this collaboration
started after O.A. Maillard visited Japan as an invited speaker by J. Honda at IBIS conference,
and visited him while in Tokyo (at that time), and meeting at a few other times. Our two
teams are leading expert in multi-armed bandit theory, while using different, complementary
approaches. In particular, they have a history on working simultaneously on closely related
topics, like recently on non-parametric bandit algorithms [39, 5] or on non stationary bandits [8,
26]. One important motivation for creating this associate team is the identification of numerous
challenges, acknowledged by both teams, to make bandit strategies applicable - for real - in
applications such as health care, personalized medicine or agroecology. While our two teams
are involved in medicine and agriculture-related projects with experts from the corresponding
domains, we feel that connecting on the mathematical level with our complementary expertise on
multi-armed bandit (MAB), sequential hypothesis testing (SHT) and Markov decision processes
(MDP) may significantly advance the design of the next generation of sequential decision making
algorithms for real-life applications.
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2 Scientific program

2.1 Context

Outline the general scientific context of this collaboration: area, general problems, motivations...
It is recommended to document this context by references Expected length: half a page.

The RELIANT project is about studying sequential decision making from a reinforcement
learning (RL) and multi-armed bandit (MAB) theory standpoint (see [33] for a recent survey).
In short, a bandit algorithm adaptively collects samples from a pool of actions (arms) which
yield random rewards. In RL, often modelled by a Markov Decision Process (MDP), there is
an underlying state that is also impacted by the chosen actions. Different objective can be
considered, often related to maximizing rewards (equivalently, minimizing regret), or learning a
good policy. Building on over a decade of leading expertise in advancing the field of MAB and
RL theory, our two teams have also developed interactions with practitioners (e.g. in healthcare)
in recent projects, in the quest to bring modern bandit theory to societal applications, for real.
This quest for real-world reinforcement learning, rather than working in simulated and toyish
environments is today’s main grand-challenge of the field that hinders applications to the society
and industry (see e.g. RWRL workshop https://sites.google.com/view/neurips2020rwrl). MAB
are acknowledged to be the most applicable building block of RL, mostly due to several successes
for online content optimization [34, 13]. However, as experts interacting with practitioners from
different fields we have identify a number of key bottlenecks on which joining our efforts is
expected to significantly impact the applicability of MAB to the real-world. Those as related to
the typically small samples size that arise in medical applications [3], the complicated type of
rewards distributions that arise, e.g., in applications to agriculture [5], the numerous constraints
(such as fairness [10]) that should be taken into account to speed up learning, and the possible
non-stationary aspects [8]. We elaborate on them in the next section.
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2.2 Objectives (for the three years)

State the main scientific goals of this collaboration: research directions, anticipated challenges,
intended approaches / methodologies / techniques... Expected length: half a page.

In order to tackle the previous challenges, we organize the research directions into four
complementary work-packages. We expect the two teams to contribute to each.
[WP1] Optimality under practical constraints: fairness, ethics, and structures.
Structures are omnipresent in real-life data, and so are the constraints on applicable poli-
cies. In the presence of structures among the arms (e.g. Lipschitz, linear or unimodal bandits),
the optimal policies and also the the achievable regret lower bounds are significantly modified.
Additionally, the raising concerns over algorithmic bias and fairness measures posit additional
constraints on applicable policies. Despite key advances in efficiently exploiting some classi-
cal structures in bandits [42, 41, 43, 36, 14, 27, 44, 31], and mitigating specific fairness con-
straints [22, 35, 10], a unified study of fairness constraints as structures, and designing optimal
and computationally efficient algorithms for them is still an open question.
[WP2] Dealing with small sample sizes. Pure exploration in bandits allows to formalize
many practical problems such as the identification of the best treatment in a phase II clinical
trial. The fixed-confidence formulation is the most popular setting in the literature but it
provides sample complexity lower bound showing that the number of required samples is very
large to guarantee meaningful error probabilities [16]. Thus considering different formulation of
the problem becomes necessary to obtain a reasonable guarantee for a small number of samples
(e.g., patients in a clinical trial). We plan to contribute to the under-studied fixed-budget
setting [2] and also to propose different formulations such as the Bayesian pure exploration and
identification of not the best but reasonably good arms [24, 23].
[WP3] Relaxing typical assumption on the rewards. Strong optimality properties for
bandit algorithms are mostly obtained under restrictive assumptions on the rewards distribu-
tions (e.g., Bernoulli, Gaussian with known variance), and optimal algorithms need to know
which distributions they are facing [11, 25]. We want to develop universal, practical bandit
algorithms with near-optimal performance for a wide range of possible distributions, continuing
the promising line of work around sub-sampling and reweighting strategies [4, 12, 6, 32, 39].
[WP4] Facing non-stationary, exploiting recurrence. Practitioners often face similar
bandits/MDP instances over time. Whether the change happens at a known time or not (change-
point detection [1, 37, 7]), this creates recurring patterns [43]. Exploiting previously solved
MDPs/bandits could lead to significant regret efficiency over existing work (e.g. [9]). A natural
question we want to solve is: How fast can we identify the MDP on which we are playing?
Also, we want to address the identification-exploration-exploitation trade-off in an efficient way,
revisiting lower bounds and combining RL with change-point and hypothesis-testing theory.
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2.3 Work-program (for the first year)

Problem 1 [WP3]: Two powerful approaches for non-parametric settings have been recently
studied by both teams, with complementary theoretical guarantees. [39] have proposed the
Non-Parametric Thompson Sampling (NPTS) algorithm, that has been proved to be optimal
for distributions with known bounded support while [6] have proved the optimality of sub-
sampling algorithms for several families of parametric distributions, possibly unbounded. We
want to understand how far one can go in designing a single bandit algorithm that can work
for (almost) any distribution.

• Methodology: A first step is to understand under which conditions sub-sampling algo-
rithms can have logarithmic regret. Another direction is to see whether the duelling
architecture of sub-sampling algorithms can be combined with the random reweighting
performed by NPTS.

• Technique: This project heavily rely on the expertise of Dorian Baudry on sub-sampling
methods and on Non-Parametric Thompson Sampling [5], and that of Charles Riou and
Junya Honda who proposed the NPTS algorithm.

• Participants: Dorian Baudry, Charles Riou, O-A. Maillard, E. Kaufmann, J. Honda.

• Planned exchange: Dorian Baudry (PhD student in Scool) will spend four months in
Kyoto (March-June 2022) to work in collaboration with Charles Riou and Junya Honda.

Problem 2: [WP1] Mitigating algorithmic bias and ensuring fairness have emerged as new
concerns as bandits are applied to real-life applications and decision making. Though there are
multitudes of fairness definitions proposed in literature (e.g. fairness of exposure [45], smooth
fairness [35], demographic parity [22] etc.), most of them can be formulated as constraints
over the computed policy. How these constrains modify the best instance-dependent achievable
performance and suggest modifications of state-of-the-art bandit strategies is an open challenge.

Recently, Junya Honda’s team proposed an computationally efficient algorithm for non-
convex optimization under fairness constraints [28]. Scool members also have developed the
state-of-the-art fairness verifiers to measure the violation of fairness constraints by an ML al-
gorithm [18, 17], and investigated consequences of using policy optimization algorithms for fair
decision making [10]. We aim to merge these research directions to develop optimal bandit al-
gorithms that satisfy fairness constraints with high probability. In addition, the modification of
algorithms considering fairness constraints often involves computationally expensive procedures
[29]. Therefore the computational aspects of algorithms must also be tackled.

• Methodology: The first step will be to compute the lower bounds of regret under fairness
constraints. Then, we aim to leverage the lower bounds to design efficient and fair bandit
algorithms. Extending this theory to applications will require ensuring computational
efficiency, mitigating violation of fairness constraints, and incorporating structures.

• Technique: The project relies on expertise in structured bandits, optimization under con-
straints, and change-of-measure to establish lower-bounds and design efficient strategies.

• Participants: D. Basu, J. Komiyama, J. Honda, Hassan Saber, Yuko Kuroki

• Planned exchange: Yuko Kuroki (research associate in The University of Tokyo) will spend
two weeks (September 2022) in Scool.

We also plan to have two visits in fall 2022, in order to start collaboration on WP2 and
WP4. The precise research agenda will be established during next year.
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3 Data Management Plan

Within the RELIANT project, we expect that sharing (medical) data will not be possible due
to regulations. Hence, we plan to work on designing sound principled methods and collaborate
at the fundamental level. Each team may apply the methods to their own data. The code of
the algorithms linked to the published research articles issued from the project will be made
publicly available on an open repository (e.g. github), as per the communication standards of
the community.

4 Budget

4.1 Budget (for the first year)

Researcher Name Status Institution Mission Estimated cost Objective

Dorian Baudry Ph.D. Inria 01/03/22-01/07/22 6k WP3, Pb1
France to Japan (2k secured)

Yuko Kuroki Research Tokyo Univ. 01/09/22-14/09/22 3k WP1, Pb2
Associate Japan to France (2k secured)

Taira Tsuchiya Ph.D. Kyoto Univ. 01/09/22-30/09/22 4k WP2
Japan to France (3k secured)

Fabien Pesquerel Ph.D. Inria 2 weeks, fall 2022 3k WP4
France to Japan

Total budget request for year 1 (Inria funding): 9k

Total amount of co-funding (please specified if the co-funding has been secured or just
applied to): 2k from CNRS (travel grant associated with the PhD thesis of Dorian Baudry, will
cover at least plane tickets), 2k from University of Tokyo and 3k from Kyoto University (see
4.3).

4.2 Tentative Budget for second and third year

After the first year of the project, we expect to spend more time working on WP2 and WP4
(on top of WP1 and WP3), possibly involving new PhD students joining the two teams. We
will balance visits from France to Japan and from Japan to France.

Year 2 estimated budget for Inria: 8k
We expect at least 2 weeks visit from France to Japan and 2 weeks from Japan to France.

Estimated cost: 6k (3k for Inria).
We also expect one longer visit (4 months) by one PhD student. Estimated cost: 6k (5k for

Inria).
Year 3 estimated budget for Inria: 8k
We expect at least 2 weeks visit from France to Japan and 2 weeks from Japan to France.

Estimated cost: 6k (3k for Inria) .
We also expect one longer visit (2-4 months) by one or two PhD students. Estimated cost:

6k (5k for Inria).
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4.3 Strategy to get additional funding

The work on fairness in online learning and bandits will be partly supported by Regalia, a
pilot project of Inria. Regalia will fund a PhD student in this topic whom Debabrota Basu
is going to co-supervise. Debabrota Basu is also applying for an ANR-JCJC grant, which is
going to support the research works in bandits and reinforcement learning under constraints
and structures. In Japan side, Junya Honda is advising each PhD student to apply for ACT-X
grant that supports young researchers, which Taira Tsuchiya and Yuko Kuroki have already
got. The associate team is also planning to apply for Sakura program, which promotes bilateral
joint research supported by each country.

5 Added value

On both side, the RELIANT project will directly benefit students involved in the project, by
providing them with exposure to other research environments and an international experience.

Inria Scool team: The RELIANT associate team will benefit the research of Inria team
Scool in the following way. The SequeL team (ancestor of Scool) has been advancing theory
of multi-armed bandit and reinforcement learning over the past +10 years, contributing to
many state-of-the-art strategies. The Scool project has a more applied flavor, collaborating on
society-oriented applications, which creates a number of unprecedented challenges not typically
addressed in the MAB/MDP community. The Japan team has faced similar questions when
interacting with practitioners, and brings a complementary standpoint on such questions. They
also have a leading expertise in statistics and hypothesis testing that complements that of
Scool. The associate team will further bring visibility to such challenges at an international
level, paving a different avenue of research in RL than considered by the mainstream industry.

J. Honda team: The Japan team benefits from the collaboration in this associate team
from the following way. To widen the applicable fields of the decision-making algorithms, it is
vitally important to consider non-i.i.d. settings that are typically represented by MDPs. On the
other hand, the researchers in Japan team are not strong at this region and have been mostly
considering the problems of classic bandit problems and around there. Therefore the research
scope would be drastically enhanced by collaboration with Inria where many works on MDPs
and reinforcement learning have been done.
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6 Previous Associate Teams

None.

7 Impact

The traditional bandit algorithms try to improve the accuracy in terms of simple regret or regret
while aiming to detect the best arm or to mitigate the total loss in this process [33]. This often
lead to recommender and web advertisement systems, and clinical trial policies that focus on
empowering only the stronger arm from the pool of arms, i.e. songs/movies, products, medicines
etc. [30, 38]. But this often narrow down the diversity among arms [10], and also the exposure
of the arms to the audience (imagine a recommender or advertisement system) [45, 20]. This
invokes the fairness concerns and our work in this project will enable us to mitigate that.

Additionally, in clinical trials and other applications where getting data is cost-intensive,
the good guarantees obtainable for traditional algorithms are not realisable [16]. The works
on small sample analysis of bandits will impact these application fields. Specially, we aim to
impact the clinical trials where the bandit algorithms are still little applied in practice due to
their limited realisability in small sample domains [3].

In most applications scenarios, the typical reward does not have a natural parametric form
(e.g. yield in agriculture, health score of a patient). Building decision making strategies adaptive
to non-parametric reward distributions is expected to directly impact the applicability of RL to
realistic application scenarios. Here, we target an agronomy application with CIRAD via the
DSSAT crop model [21, 19].

Properly handling recurring patterns in sequential decision making can have a direct impact
in the industry, for instance in daily calibration tasks that are time consuming and often involve
a small number of recurring problems, e.g. [15]. Transfer learning of RL solutions from tasks
to tasks will reduce the sampling requirement.

8 Intellectual Property Right Management

This section can be filled out with the help of a CPPI from your research centre. The goal of
this section is to describe the measures to protect the background knowledge and joint results
obtained in the framework of the collaboration.

8.1 Background

There is no intellectual property but the one represented by the published articles available
publicly as per the standards of the community.

8.2 Protective measures

None is required. We expect to publish articles jointly and release them in proceedings of
international conferences or journals of the field.
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9 Ethical Issues

Working on making bandits and RL strategies more applicable involves taking into account
ethical constraints. Fairness is directly considered as one work package. Further, establishing
mathematically sound strategies with performance guarantees in realistic scenarios under small-
data is another way to tackle the ethical issue of recommending actions or treatments in real-
world applications. Further, we conduct this research at a fundamental level first, and interact
with expert practitioners in health-care and agriculture to minimize ethical issues raised by
directly applying RL in practice. Last, we expect communications with Coerle on specific
points.

10 Others

Any other element you would like to add. Expected length: half a page.
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11 References

11.1 Joint publications of the partners

None.

11.2 Main publications of the participants relevant to the project

List the main publications of the participants that are relevant for the project. List at most 5
publications for each partner.
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