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Abstract

So-called elastic flows, corresponding to document transfers of various types, constitute the bulk of Internet traffic.

This paper presents models of a single bottleneck link handling elastic traffic, accounting for random flow arrivals. The

transport protocol and packet scheduling are taken into account approximately by assuming perfectly realized band-

width sharing objectives.

We refer to the demand as the product of the flow arrival rate and the average flow size. It is shown that per-flow

throughput performance is generally satisfactory as long as demand is only slightly less than capacity. In overload, on

the other hand, some flows must be abandoned. A fraction of link bandwidth is then wasted and performance critically

depends on user behaviour. The models are useful in appraising the effectiveness of proposed schemes for Internet

service differentiation.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Applications expected to produce the bulk of

traffic in the future multiservice Internet can be

broadly categorized as streaming or elastic ac-

cording to the nature of the flows they produce.

Streaming flows are produced by audio and video
applications for both real time communication

and playback of stored sequences. Their quality of

service is mainly determined by the degree of

transparency of the communication path with re-

spect to the integrity of the initial signal. Elastic

flows, on the other hand, result from the transfer

of digital documents (Web pages, MP3, emails,. . .)
and their transmission rate is adaptable depending

on current traffic levels. Rate and duration are

thus measures of quality of service rather than
intrinsic flow characteristics. In this paper we

consider elastic flows exclusively, ignoring for the

sake of simplicity the impact on available capacity

of streaming traffic.

Flows using the core network are typically

generated by a very large population of users in-

dependently communicating with an equivalently

large population of servers and correspondents for
a variety of different applications. The net result of
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all this activity is a traffic process which can only be

described in statistical terms. While for streaming

flows it is common practice to study traffic as a

stochastic process, when evaluating the perfor-

mance of adapted admission control and routing

strategies, for example, this approach has only re-
cently been developed for elastic traffic (see [2] and

cited works). In this paper we evaluate a number of

simple flow level models for elastic traffic which

illustrate some fundamental performance charac-

teristics, notably with respect to the potential for

QoS discrimination in a Diffserv architecture.

For present purposes, each elastic flow is as-

sumed to correspond to the transfer of a single
document, characterized simply as a volume of

data in bits. Such a flow is not materialized in a

datagram network. However, it makes sense to

model traffic in terms of flows since QoS, mea-

sured in terms of response time, is experienced at

this level. It is also the case that all the packets of a

given flow generally follow the same network path

and response time is largely determined by the
number and characteristics of other flows with

which it shares the resources of that path.

Response time depends on a large number

of factors including signalling overhead (DNS,

connection establishment,. . .), user equipment

limitations, access bandwidth, server load and

performance, as well as network congestion. A

reasonable objective for a backbone network pro-
vider would be to provide sufficient capacity to

make the response time largely independent of

network delays. This means that the throughput of

elastic flows is limited essentially by the above

mentioned factors which are outside the provider�s
control. We contend that this is possible and can

indeed be achieved relatively simply by maintaining

the network in a stable operating regime where
expected demand is somewhat less than available

capacity.

There is indeed a huge difference in performance

according to whether the network is stable or in an

overloaded state. In the latter case, the arrival rate

of new flows on a saturated link tends to be greater

than the departure rate so that the number of flows

continues to grow while their throughput tends to
zero. In practice, the latter regime necessarily sta-

bilizes due to aborted transfers. Potential for ser-

vice differentiation and, conversely, danger from

unwanted discrimination due for example to dif-

ferent round trip times (RTTs), depends critically

on whether the network is stable or overloaded. In

particular, if the network provider fulfils the ob-

jective of ensuring transparency, there is little scope
for ‘‘gold’’, ‘‘silver’’ and ‘‘bronze’’ service classes,

as envisaged in the Diffserv model.

This paper presents models for evaluating and

qualifying the above performance characteristics.

In the next section, we introduce our flow level

model of elastic traffic as a random process. The

model is used in Section 3 to evaluate the perfor-

mance of a bottleneck link in the stable regime. We
notably show that a high capacity backbone link is

transparent when individual flows are subject to

realistic external rate limitations, due to the access

line speed, maximum TCP window or server per-

formance, for instance. In Section 4 we study the

overload regime and explain how transfers aborted

due to impatience ensure stability but maintain an

operating point where QoS is consistently poor,
except potentially for users with a short RTT or an

aggressively tuned transport protocol. Section 5

compares the discrimination realized by different

scheduling mechanisms envisaged for service dif-

ferentiation in both stable and overload regimes.

2. Modelling elastic traffic

We model elastic traffic in terms of flows where,

for the purpose of this paper, a flow is defined as

the sequence of packets pertaining to one instance

of some application. The flow might correspond to

a TCP connection established for the transfer of

one element of a Web document or an entire page

if this can be identified as a single entity. For the
sake of simplicity, we suppose all flows are elastic

and ignore the impact of streaming traffic on

bandwidth availability. This simplification does

not detract from our conclusions which are pri-

marily of a qualitative nature.

2.1. Flows vs. packets

We adopt a fluid traffic model where the rate of

a flow is always well defined and varies depending
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on the number of flows currently sharing link

bandwidth on its path. We therefore ignore the

imprecision in meeting sharing objectives intro-

duced by packet level protocols (e.g., slow start

and congestion avoidance algorithms of TCP) in

order to derive simpler results on QoS at the
higher level. In the following, a flow is simply

characterized by an arrival time and a volume of

data to be transmitted on a network path. It may

additionally be qualified by parameters such as the

RTT or other external factors affecting the band-

width it obtains on a shared link.

A key reason for choosing to model flows

rather than packets is that quality of service is
experienced by users at this level. Users of elastic

applications are generally not sensitive to the end-

to-end delay of each packet, but to the time nec-

essary to transfer an entire document, equal to the

response time of the associated flow. This per-

ceived QoS depends critically on the number of

flows sharing the same resources and on the way

this number varies as new flows begin and others
terminate. The objective of our models is to study

these flow level dynamics.

Flows are generally not isolated but are gener-

ated within sessions. A session may be generically

defined as an alternating series of flows and

‘‘think-times’’. The statistical properties of a ses-

sion, including flow size distributions and corre-

lations between successive flows and think-times,
can be complex and clearly depend on the under-

lying application. However, these statistical prop-

erties are independent from one session to another

[2]. This independence assumption naturally leads

to a Poisson session arrival process when the

number of users is large and no one user generates

a significant proportion of the overall traffic.

The flow arrival process, on the other hand,
tends to be bursty and has indeed been shown to

be self-similar in certain cases [8,12]. A plausible

explanation for this behaviour is that the number

of flows per session has a heavy-tailed distribution

[4]. It may nevertheless be appropriate in certain

circumstances to suppose flows arrive according to

a Poisson process. This would be the case, for

example, when flows correspond to a large number
of sessions and the spacing of flows within a ses-

sion is large compared to the average inter-flow

interval. Furthermore, results derived for Poisson

flow arrivals are exactly or approximately appli-

cable under the relaxed assumption of Poisson

session arrivals [2]. We denote the flow arrival rate

by k.
Measurements of the size of documents such as

Web pages and FTP files show that their distri-

bution has a heavy tail [6,12]. A consequence of

this is that the large majority of flows are very

small while most of the traffic in bytes is contained

in large flows. The precise distribution clearly de-

pends on the type of document considered. In the

models we develop we use a number of different

document size distributions either to illustrate the
impact of this traffic characteristic on performance

or to facilitate tractability when solutions are only

available for Markovian systems. Document size is

denoted by the random variable r. A reasonable fit

to the form of the heavy tail observed in practice is

provided by the Pareto distribution:

Pr½r > x� ¼ b
x

� �a

for x > b;

where a > 1 is a fixed parameter and b is the

minimum document size, equal to ða� 1ÞE½r�=a.
Note that the associated variance is infinite as soon

as a6 2. We take a ¼ 1:4 for all numerical appli-

cations in the paper.

2.2. An isolated bottleneck link

We consider an isolated bottleneck link of ca-

pacity C. Traffic demand, expressed as a bit rate, is

the product of the flow arrival rate k and the av-

erage flow size E½r�. The load offered to the link is

then defined by the ratio:

q ¼ kE½r�
C

: ð1Þ

It is worth noting that while the load on network

links is usually less than 1, no control mechanism

is currently present in the Internet to prevent

traffic demand from exceeding link capacity. This

can occur notably in case of failure when traffic

must be diverted from its usual route. One of the

key objectives of this paper is to evaluate network
performance in overload, i.e., when q > 1.
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Users perceive QoS through the time necessary

to transfer a given document or, equivalently, by

the average throughput realized during a transfer.

A useful measure of throughput is the ratio:

c ¼ E½r�
E½T � ; ð2Þ

where T is the response time of an arbitrary flow.

We will refer to c as the flow throughput. This

parameter is generally easier to calculate than the

expected throughput E½r=T � but is equally useful

as a measure of performance. Note that 06 c6C.
We study the bottleneck link as a queueing

system. It is important to note, however, that the

queue in question is not materialized as such. It is

distributed over the different sources which are

currently transferring documents across the link to

a certain population of users (see Fig. 1). Packet

level queues are not included in the model. The

effect of packet loss and congestion avoidance al-
gorithms is taken into account through the

assumed bandwidth sharing objectives (typically

realized by TCP).

In the following, we evaluate the impact of the

offered load q on the QoS parameter c. In the next

section, we consider the stable case q < 1. The

unstable case q > 1 is considered in Section 4.

3. Stability and transparency

In this section, we show that when the traffic

offered to a network link is less than its capacity,

the link is virtually transparent. The QoS per-

ceived by users depends much more on external

throughput constraints such as a limited access
rate or the performance of Web servers, for in-

stance.

3.1. Fair sharing

Consider first the simplest case of perfect and

fair bandwidth sharing, i.e., when n flows are in

progress, each flow receives a fraction 1=n of the
link capacity C. The associated model is then a

processor sharing queue [10]. Provided the offered

load q is less than 1, the number of flows in pro-

gress N has a geometric distribution in the steady

state:

8nP 0; Pr½N ¼ n� ¼ qnð1� qÞ:
In particular, the average number of flows in

progress is given by

E½N � ¼ q
1� q

:

By Little�s law, we derive the flow throughput:

c ¼ qC
E½N � ¼ Cð1� qÞ: ð3Þ

In this system, it is known that expected response

time is proportional to the flow size so that c has

an alternative interpretation as an expected per-

flow throughput: c ¼ r=E½T jr�. All these results

are insensitive to all traffic characteristics except

the overall load q. The only assumption is that

sessions arrive as a Poisson process [2].
In practice, the throughput of the flows on a

backbone link is subject to external limitations. To

simplify discussion, we assimilate all these limita-

tions to the rate of the user�s access line. For in-

stance, a user connected to the Internet by an

ADSL access of 1.5 Mbits/s can never occupy

more than 1% of a 155 Mbits/s OC3 backbone

link. Assume for simplicity that all users have the
same access rate r < C, where C=r is a given in-

teger m. The associated model then corresponds to

a multi-server processor sharing queue [5]. The

stationary distribution of the number of flows in

progress remains insensitive to all traffic charac-

teristics and we have

Pr½N ¼ n�

¼ ð1� qÞf ðqÞ
m!
n! ðqmÞ

n�m
; for n < m;

qn�m; for nPm;

�

where f ðqÞ is the probability the link bandwidth is

fully utilized:

Fig. 1. An isolated bottleneck link.
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f ðqÞ ¼
ðqmÞm
m!

ðqmÞm
m! þ ð1� qÞ

Pm�1

n¼0
ðqmÞn
n!

:

The flow throughput is now:

c ¼ qC
E½N � ¼

Cð1� qÞ
Cð1� qÞ=r þ f ðqÞ : ð4Þ

Response time is still proportional to flow size r so
that c again has a more significant interpretation

as size-independent expected per-flow throughput.

When r=C 
 1, we obtain the simpler approxi-

mate expression:

c � minðr;Cð1� qÞÞ:
We conclude that for small access rates r, flow
throughput is approximately insensitive to offered

load, provided q < 1. In other words, the link is

virtually transparent to the users, whose perceived

QoS depends much more on the access rate r. This
is illustrated by Fig. 2, which gives the flow

throughput as a fraction of the link capacity for an

access rate r=C ¼ 0:1. Note that this access rate

ratio is rather high for a backbone link and is
chosen mainly to make the figure clearer. A more

realistic value of this ratio makes the flow

throughput completely insensitive to the offered

load as long as this is less than 1� r=C.

3.2. Unequal sharing

We now consider the case where bandwidth
sharing is not perfectly fair but depends on a pa-

rameter associated with each flow. This unfairness

might represent the impact of different RTTs on

the throughput of TCP, for example, or different

versions of the protocol which are more or less

responsive to congestion. For simplicity, we con-

sider just two types of flow with associated arrival
rates k1 and k2, and assume that flows of type 1

receive u times more bandwidth than flows of type

2 (except when there are no flows in progress of

one or both types). In the absence of an access rate

limitation, the associated model is then a so-called

discriminatory processor sharing queue.

The mean response time of an arbitrary flow is

no longer insensitive to the traffic characteristics.
In the case of Poisson flow arrivals and an expo-

nential document size distribution, it follows easily

from [7] that the throughput for flows of type 1

and type 2 is given by

c1 ¼
1þ uð1� q1Þ � q2

1þ uð1� qÞ Cð1� qÞ

and

c2 ¼
1þ uð1� q1Þ � q2

1þ u � q
Cð1� qÞ;

respectively, where q1 ¼ k1E½r�=C and q2 ¼
k2E½r�=C are the associated traffic loads. In this

system, performance depends on the flow size

distribution and the above results for Poisson flow

arrivals do not strictly apply under the relaxed

assumption of Poisson session arrivals. However,

it appears from a limited number of simulation
experiments that sensitivity to detailed traffic

characteristics is not great. In particular, the

throughputs c1 and c2 are approximately valid for

a range of distributions with higher variance and

correspond to per-flow throughput for flows of

any size up to the very largest. Throughput of the

latter tends to Cð1� qÞ, corresponding to the

mean residual capacity, for any user type and any
(work conserving) bandwidth sharing scheme.

Fig. 3 shows the results obtained in the case

u ¼ 10 and q1 ¼ q2 ¼ q=2. Numerical results for

hyperexponentially distributed flow size and sim-

ulations with the Pareto distribution show that

these results are approximately insensitive to the

flow size distribution. Note first that the relative

difference in throughput depends on load and is
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Fig. 2. Normalized flow throughput against offered load in case

of fair sharing.
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considerably less than 10 for light and moderate

loads. The impact of an access rate limitation r has
been evaluated by simulation. The results are

plotted in Fig. 3 for the case where r=C ¼ 0:1. We

observe that, as in the case of fair sharing, the

throughput for each type of flow is approximately

equal to the minimum of that obtained in the ab-

sence of access rate limitation and the access rate r.
We conclude that, for small access rates, flow

throughput is roughly insensitive to the discrimi-
nation parameter u and to offered load, provided

q < 1. In particular, the problem of unwanted

discrimination (due to heterogeneous RTTs, dif-

ferent versions of TCP, or the presence of unre-

sponsive flows) hardly exists in the absence of

overload, except in a narrow region close to criti-

cal loading (q � 1). The same results suggest that

there is little scope for deliberate discriminatory
sharing. We return to this question in Section 5.

In practice, link bandwidth is not shared as

precisely as assumed in the above fluid models. In

particular, the slow-start algorithms of TCP can

severely restrict the throughput of small flows. We

maintain, however, that the fluid models provide

very valuable insight into the impact on perfor-

mance of traffic characteristics. The insensitivity of
average performance to the detailed statistical

properties of sessions is of great importance for

network engineering (since performance depends

only on overall load). This property is likely to be

maintained approximately even when accounting

for disparities due to packet level behaviour. In

particular, network links are still virtually trans-

parent as long as their offered load is somewhat

less than one.

4. Instability and impatience

In the previous section, we have shown that an

isolated link is virtually transparent to users in the

absence of overload, in the sense that perceived

QoS depends almost exclusively on external

throughput constraints. In this section, we con-
sider the overload situation, and identify user (or

application) impatience as a key factor in evalu-

ating network performance. For simplicity, we

assume that the flow arrival process is independent

of link congestion. This assumption is not strictly

true due to the impact of session structure. How-

ever, to account for the latter seems very compli-

cated and would obscur the insights derived from
the simpler model.

4.1. Excess of traffic demand

Consider again the simple model of Section 3.1,

i.e., the case of an isolated link whose capacity is

shared perfectly fairly between the flows in pro-

gress. When traffic demand exceeds link capacity,
i.e., when q > 1, the model is unstable, in the sense

that the number of flows in progress increases in-

definitely. Though in practice this number even-

tually stabilizes due to some users abandoning

their transfers, it is interesting to first consider the

transient behaviour of the system prior to users

becoming impatient.

Denote by l the asymptotic flow completion rate

defined as the limit when t tends to infinity of the

number of completed flows between times 0 and t
divided by t. Jean-Marie and Robert [9] have

shown that l is a solution of the following equa-

tion:

l ¼ kE½e�ðk�lÞr=C�: ð5Þ
The solution l ¼ k corresponds to the stable case

q < 1 where the number of flows in progress re-

mains finite. In overload, the flow completion rate
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Fig. 3. Normalized flow throughput against offered load when

flows of type 1 (top) receive u ¼ 10 times more bandwidth than

flows of type 2 (bottom).
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is less than k and depends significantly on the

distribution of flow size r.
Deterministic distribution. First assume that all

documents have the same size r ¼ E½r�. In this

case, we have l ¼ ke�ðk�lÞr=C so that the flow
completion rate tends to zero when k tends to 1,

with

l 
 ke�kr=C when k ! 1:

Exponential distribution. For an exponential

document size distribution, we simply obtain l ¼
C=E½r�; i.e., the flow completion rate is equal to

the flow service rate, whatever the flow arrival rate

k.
Hyperexponential distribution. Finally, we con-

sider the hyperexponential distribution with pa-
rameter aP 1, defined by

8xP 0; Pr½r > x� ¼ ae�ax=E½r� þ e�x=ðaE½r�Þ

aþ 1
: ð6Þ

For a large parameter a, this gives a high fraction

of small documents of mean size E½r�=a, repre-

senting a proportion 1=ðaþ 1Þ of the load, and

a low fraction of large documents of mean size
aE½r�, representing a proportion a=ðaþ 1Þ of the

load.

From (5), we obtain after simple calculations:

l ¼ k þ C
2E½r� a

0
@ þ 1

a
� q

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aþ 1

a
� q

� �2

þ 4ðq � 1Þ

s 1
A:

Fig. 4 gives the flow completion rate l against the

flow arrival rate k when the document size distri-

bution is deterministic, exponential, and hyperex-

ponential with parameter a ¼ 100, respectively.

We observe that the flow completion rate increases
with the variability of the document size. For the

hyperexponential distribution, the flow completion

rate is close to the flow arrival rate even when

q ¼ 2. This can be explained by the fact that most

of the documents are very short and complete their

transfer rapidly; only large documents that con-

tribute most of the offered load are significantly

affected by the overload.

4.2. Modelling impatience

In the previous model, the number of flows in

progress increases indefinitely and the fraction of

link capacity available to each flow decreases to
zero as overload lasts. In practice, of course, some

users become impatient as transfer times grow

longer and interrupt the transfer, by clicking on

the browser stop button, for instance. Alterna-

tively, TCP or higher layer protocols may interpret

the extremely low throughput as a broken con-

nection and interrupt without user intervention.

Connection aborts stabilize the number of flows in
progress at a high but finite value thus maintaining

the system at a stable operating point.

We are unaware of any objective study of user

(or application) patience based on measurements.

We would ideally like to know the probability

distribution of the time a user is prepared to wait

for flow completion as a function of the size of the

document to be transferred. However, even this
would be a simplification of the real phenomenon

since user behaviour depends on many factors in-

cluding past experience of response times, the type

of activity (Web, e-commerce or e-mail, for ex-

ample) and an estimation of current congestion

status.

Impatience is also manifested more often by

non-completion of a session than by the inter-
ruption of a flow. Such impatience is impossible to

detect just by observing traffic traces since nothing
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Fig. 4. Flow completion rate against flow arrival rate for dif-

ferent document size distributions.
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distinguishes a complete short session from an

interrupted longer session. In the following we

introduce some simple models of impatience at

flow level which provide a qualitative appraisal of

its impact on QoS.

Patience duration. We assume that the duration
of a flow cannot exceed a given ‘‘patience dura-

tion’’ s associated with the flow. When flow ar-

rivals are Poisson and r, s are independent

exponential random variables, the stationary dis-

tribution of the number of flows in progress can be

explicitely evaluated [11]. We have

Pr½N ¼ n� ¼
Yn
k¼1

h
k=kE½s� þ 1=q

;

where h denotes the normalization constant. An

interesting remark with this formula is that, for

patient users (kE½s� � 1) and heavy traffic (q � 1),

the number of flows in progress remains approxi-

mately constant. For link capacity C ¼ 10 Mbits/s,

mean document size E½r� ¼ 100 Kbits, mean pa-
tience duration E½s� ¼ 10 s and offered load q ¼ 2,

for instance, there are between 900 and 1100 flows

in progress 99% of the time. We conclude that the

throughput of each flow is roughly constant and

equal to 10 Kbits/s in this case.

The fact that flow throughput is approximately

constant in steady state is actually independent of

the document size and patience duration distribu-
tions. Provided the patience duration and the of-

fered load are sufficiently large, the steady state

number of flows in progress varies slightly about

a high value n. The time necessary to transfer a

document of size r is then approximately equal to

r=c, where c ¼ C=n represents the link capacity

allocated to each flow.

Maximum document size. Assume now that pa-
tience duration depends only on flow size, i.e.,

s ¼ sðrÞ. It seems natural to assume that s is an

increasing but concave function of r since users

have a response time expectation which increases

with the flow size but need proportionally more

throughput. A simple example is the linear function:

8r; sðrÞ ¼ d þ r
a
; ð7Þ

where d represents the threshold below which users

are not impatient, referred to as the tolerance, and

a represents the minimum throughput required to

transfer extremely large documents, referred to as

the sustainable throughput. A flow is completed if

and only if

r
c
< sðrÞ:

The assumption of a concave patience function

implies that there exists a maximum document size

rH, satisfying r ¼ csðrÞ, beyond which all flows

are interrupted.

This is illustrated in Fig. 5 which shows simu-

lation results corresponding to a linear patience
duration with tolerance d ¼ 10 s and sustainable

throughput a ¼ 100 Kbits/s. The figure plots the

duration of flows (completed or interrupted) as a

function of their size. Link capacity is C ¼ 10

Mbits/s and offered load q ¼ 2. Document sizes

follow a Pareto distribution of mean E½r� ¼ 100

Kbits. The figure confirms the assumption that

per-flow throughput is roughly constant being
equal to the inverse of the slope of the steeper di-

agonal line, i.e., around 60 Kbits/s. The maximum

document size rH occurs at the intersection of this

line with the line representing the patience dura-

tion. Note that the mean number of flows in pro-

gress is here around 1700. Variation about the

mean is relatively slight so that we obtain excellent

agreement between the model (assuming a con-
stant number of flows) and simulation results.
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document size distribution of mean E½r� ¼ 100 Kbits, a toler-

ance d ¼ 10 s and a sustainable throughput a ¼ 100 Kbits/s.
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In the following, we always assume that the

flow throughput c is constant and evaluate its va-

lue when the patience duration s is fixed, random

and dependent on document size r, respectively.

4.3. Fixed patience duration

Denote by qH the effective traffic load, namely

the ratio between effective traffic and link capacity:

qH ¼ kE½minðr;rHÞ�
C

:

Since the number of flows in progress remains

approximately constant and equal to C=c, the ef-

fective traffic load qH is necessarily equal to 1. We

conclude that

kE½minðr; rHÞ� ¼ C: ð8Þ
This equation characterizes the maximum docu-

ment size rH, whose value is thus independent of

the patience duration s. Greater patience leads
simply to lower throughput since c decreases like

rH=s. We now evaluate rH for different document

size distributions, and derive the useful work of the

link, that is the fraction of link capacity used to

transfer flows that will eventually be completed:

U ¼
kE½rIfr<rHg�

C
:

Deterministic distribution. When all documents

have the same size r ¼ E½r�, all transfers are in-

terrupted after a volume rH ¼ r=q has already

been transferred. The useful work U is equal to

zero in this case.

Exponential distribution. For the exponential

distribution, we have

E½minðr; rHÞ� ¼ E½r�ð1� e�rH=E½r�Þ;

so that from (8),

rH ¼ E½r� ln q
q � 1

� �
:

The useful work is then given by

U ¼ 1� ðq � 1Þ ln q
q � 1

� �
:

Note that U decreases like 1=q when the offered

load q tends to infinity. The same asymptotic re-

sult was derived in the case of an independent

exponentially distributed patience duration in [11].

Pareto distribution. For the Pareto distribution,

we have:

E½minðr; rHÞ� ¼ E½r� 1

 
� 1

a
b
rH

� �a�1
!
:

It follows then from (8) that

rH ¼ E½r� a� 1

a
q

aðq � 1Þ

� �1=ða�1Þ

;

provided rH P b. The useful work is given by

U ¼ max 0; 1

(
� q

a� 1

a
b
rH

� �a�1
)
;

that is,

U ¼ max 0; 1f � ða� 1Þðq � 1Þg:
Note that the useful work tends to zero when the
offered load approaches a=ða� 1Þ. This corre-

sponds to the case where the maximum completed

document size rH is close to the minimum docu-

ment size ða� 1ÞE½r�=a, so that all transfers are

interrupted.

Fig. 6 plots flow throughput c ¼ rH=s and

useful work U against offered load q for the three

document size distributions. Common parameters
are: link capacity C ¼ 10 Mbits/s, mean document

size E½r� ¼ 100 Kbits and patience duration s ¼
10 s. We observe that flow throughput and useful

work increase with the variability of the document

size. This is simply because the maximum com-

pleted document size is larger, due to the fact that

large documents represent a greater weight in the

overall distribution. For an excess of traffic de-
mand of 50%, for instance, only 20% of capacity is

wasted with a Pareto document size distribution

(with parameter a ¼ 1:4), while more than 50% of

capacity is wasted with an exponential document

size distribution.

4.4. Random patience duration

We now consider the case of random patience

duration s, corresponding to a range of user be-

haviours. In the following, we restrict ourselves to

the Pareto document size distribution.
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Flow throughput. The maximum document size
rH ¼ cs is now a random variable independent of

r. In view of the results of Section 4.3, we have

E
b
rH

� �a�1
" #

¼ a
q � 1

q
: ð9Þ

By convexity of the function x 7!ð1=xÞa�1
, we con-

clude that the expected maximum document size

E½rH� is necessarily larger than the maximum

document size obtained with a fixed patience du-

ration. In particular, the flow throughput c ¼ rH=s
is larger with random patience duration s than

with fixed patience duration equal to E½s�.
Useful work. Concerning the useful work, we

have

U ¼ 1� q
a� 1

a
E

b
rH

� �a�1
" #

:

Using (9), we obtain

U ¼ 1� ða� 1Þðq � 1Þ:
We conclude that useful work is insensitive to the

distribution of patience duration.

4.5. Variable patience duration

Finally, consider the case where the patience

duration s depends on the size r of the transferred

document. For the sake of simplicity, we restrict

attention to a linear patience duration as in (7).

The condition for a document of size r to be
transferred becomes:

r
c
< d þ r

a
:

Note that flow throughput c is necessarily smaller

than the sustainable throughput a in steady state.

The maximum document size is given by

rH ¼ d
1=c � 1=a

: ð10Þ

The effective load is now:

qH ¼ kE½minðr; cðd þ r=aÞÞ�
C

:

Since qH ¼ 1, it follows from (10) that the maxi-

mum document size satisfies the equation:

qE min r; rH
d þ r=a
d þ rH=a

� �� �
¼ 1:

After simple calculations, for the Pareto distribu-

tion we deduce

q 1

 
� 1

a
b
rH

� �a�1 d
d þ rH=a

!
¼ 1:

Fig. 7 gives the results obtained numerically for a

link of capacity C ¼ 10 Mbits/s with offered load

q ¼ 2, mean document size E½r� ¼ 100 Kbits, tol-

erance d ¼ 10 s, and different values of the sus-
tainable throughput a. The top line in both plots

corresponds to results for fixed patience duration,
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s ¼ 10 s and different document size distributions.
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i.e., for a ¼ 1. As expected, both throughput and
useful work decrease when users become more

patient.

4.6. Reattempts

Aborted flows are not generally abandoned

immediately as users will frequently make a repeat

attempt. The impact of this behavior is to exac-
erbate the waste of bandwidth due to impatience

as it is likely that the reattempts will also be in-

terrupted. Assume for instance that if a user aborts

a reattempt is made with fixed probability p. We

consider a size dependent patience duration s as

introduced above. Reasoning as above, the effec-

tive load is now:

qH ¼ kE½rIfr6 csðrÞ�
C

þ kE½csðrÞIfr>csðrÞ�
ð1� pÞC :

Fig. 8 plots the corresponding useful U against p in
the case of a 20% overload assuming fixed patience

duration and a Pareto size distribution. The figure

shows that the wasted bandwidth can be consid-

erable. While the model is overly simple, it does
illustrate the negative impact user behavior can

have in case of overload.

4.7. Unequal sharing

We now consider the case of unequal band-

width sharing. It turns out that, under overload

and with user impatience, QoS discrimination is

much more significant than in the stable case
considered in Section 3.2. Again, we consider two

types of flow with associated arrival rates k1 and k2

and assume that flows of type 1 receive u times

more bandwidth than flows of type 2, that is,

c1 ¼ uc2. As illustrated by the simulation results of

Fig. 9 with u ¼ 2, a tolerance d ¼ 10 s and a sus-

tainable throughput a ¼ 100 Kbits/s, in this case

there are two maximum document sizes rH

1 and rH

2

with rH

1 P rH

2 .

Assume users of both classes have the same

patience duration s ¼ d þ r=a (we do not consider

reattempts here). The effective offered load is then

given by
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qH ¼ k1E½minðr; c1ðd þ r=aÞÞ�
C

þ k2E½minðr; c2ðd þ r=aÞÞ�
C

:

Setting qH ¼ 1, we deduce as above:

q � q1

a
b
rH

1

� �a�1 d
d þ rH

1 =a

� q2

a
b
rH

2

� �a�1 d
d þ rH

2 =a
¼ 1:

Whereas rH

2 is necessarily finite, rH

1 may be finite

or infinite depending on the traffic load q. If rH

1 is

finite, we have in addition the equation:

rH

1

d þ rH

1 =a
¼ u

rH

2

d þ rH

2 =a
:

Otherwise, the throughput of flows of type 1 is

necessarily larger than the sustainable throughput.

The condition for which all flows of type 1 are

completed is thus given by

u
rH

2

d þ rH

2 =a
> a;

yielding

rH

2 >
da

u � 1
:

Fig. 10 shows the results obtained in the case
u ¼ 10 and q1 ¼ q2 ¼ q=2, for a link of capacity

C ¼ 10 Mbits/s, mean document size E½r� ¼ 100

Kbits, tolerance d ¼ 10 s and sustainable

throughput a ¼ 100 Kbits/s. We observe in this

case that all flows of type 1 are completed as long

as excess traffic demand is less than 20%.

The results in this section illustrate that under

overload, unfairness in bandwidth sharing per-
formance is significant. Connections with a short

RTT obtain significantly more throughput than

connections over longer paths and tend to profit

from the impatience of the latter.
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5. QoS differentiation

In view of the above results, the QoS of indi-

vidual elastic flows looks like a threshold-type

function of the offered load q. Roughly speaking,
either q < 1, and the stability of the number of

flows in progress results in excellent QoS for all

flows, with realized throughput close to their ac-

cess rate or q > 1, and the number of flows in

progress accumulates and reaches a steady state

such that QoS is very bad for all flows. This sug-

gests that QoS differentiation can be achieved in

case of overload only, by preserving higher prior-
ity classes from the adverse effects of congestion.

This observation motivates the following stability

analysis of some generic bandwidth sharing

mechanisms that are likely to be used in a Diffserv

architecture [3].

In the rest of the paper, we consider N service

classes. The arrival rate of flows of class i is de-

noted by ki. Assuming that the distribution of
document size r is not class dependent, we obtain

the traffic load of class i:

qi ¼
kiE½r�
C

for i ¼ 1; . . . ;N :

5.1. Per-flow weighted fair queueing

Let u1 P u2 P � � � P uN be pre-assigned

weights such that, when at least one flow of classes

i and j is in progress, a class i flow receives ui=uj

times more bandwidth than a class j flow. We have

seen in Section 3.2 that, provided the total offered

load q is less than 1, such unequal sharing of

bandwidth has limited impact on the QoS of in-
dividual flows, expect in a narrow region close to

critical loading. This is due to the fact that, in the

absence of overload, link bandwidth is rarely fully

utilized so that per-flow discrimination is typically

ineffective. Flow throughput is limited by external

rate limitations which are independent of user

class.

On the other hand, discrimination does become
significant in the presence of overload, as ex-

plained in Section 4.7. In particular, depending on

the offered load, some transfers of class j may be

interrupted whereas all transfers of class i < j are

completed. It is worth noting, however, that the

QoS of all flows in progress depends on the level of

user impatience and thus is likely to be adversely

affected by the excess of traffic demand. In this

sense, per-flow weighted fair queueing is unable to

effectively protect higher priority service classes
from overload.

5.2. Priority queueing

We now consider a scheduling scheme which

gives (non-preemptive) priority to the packets of

the flows of class i with respect to packets of flows

of any class j, for i < j. We assume that this
packet-level scheduling results in a preemptive

priority at the flow level, as soon as higher priority

flows are able to use all the available bandwidth

(i.e., when they are not limited by their access

rate). 1

First note that flows of class 1 are then not af-

fected by flows of any class i > 1. From (4), the

average throughput of the flows of class 1 is given
by

c1 ¼
Cð1� q1Þ

Cð1� q1Þ=r þ f ðq1Þ
: ð11Þ

The throughput of flows of any other class de-

pends on all traffic characteristics. In case of

Poisson flow arrivals and an exponential size dis-
tribution, the total number of ongoing flows of

classes 1; . . . ; i is the same as that in a multi-server

processor-sharing queue of load qi ¼ q1 þ � � � þ qi,

so that

8i;
Xi

j¼1

E½Nj� ¼ qiC=r þ
qif ðqiÞ
1� qi

;

provided qi < 1. Using this and (11), we can de-

duce the throughput of flows for any class i > 1.

Again, the QoS of individual flows is essentially
the same for all classes provided q < 1, as flows are

typically limited by their access rate. This is illus-

trated in Fig. 11 for the case of two classes with the

1 Packet level priority preserves higher priority classes from

loss allowing their TCP connections to ramp up to a high rate.

TCP connections of low priority classes, on the other hand,

tend to suffer repeated loss and receive minimal throughput.
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same traffic load q1 ¼ q2 ¼ q=2 when the access

rate is equal to 1% of link capacity. As expected,

QoS differentiation is really effective in case of

overload only. In this particular case, priority

queueing protects class 1 from overload as long as
the excess of traffic demand is less than 100%.

Results for this figure are derived without taking

account of user impatience.

5.3. Class-based weighted fair queueing

Now assume that bandwidth is shared among

classes that have at least one flow in progress in
proportion to fixed weights /1; . . . ;/N . Assume

without loss of generality that /1 þ � � � þ /N ¼ 1;
and that classes are numbered in such a way that

q1

/1

6
q2

/2

6 � � � 6 qN

/N
:

The QoS offered to the flows is always better than

that obtained if the link were divided into N virtual

links of capacity /1C; . . . ;/NC, the virtual link of

capacity /iC being dedicated to the flows of class i.
As for priority queueing, it turns out that for small

access rates, QoS differentiation is not significant

in the non-saturated case, q < 1. This is illustrated
in Fig. 12 for the case of two classes with the same

traffic load q1 ¼ q2 ¼ q=2 and /1 ¼ 3/2, when the

access rate is equal to 1% of the link capacity.

When q > 1, let j be such that

Xj�1

i¼1

qi <
Xj�1

i¼1

/i and
Xj
i¼1

qi >
Xj
i¼1

/i:

The fraction of link capacity allocated to flows of

classes 1; . . . ; j� 1 is sufficient to satisfy their traffic

demand. Thus their perceived QoS is what they

would have obtained in a non-saturated link and is

excellent. On the other hand, the traffic demand of

flows of classes j; . . . ;N exceeds their share of
bandwidth. We conclude that their QoS is neces-

sarily bad and largely determined by user impa-

tience. In the particular case illustrated in Fig. 12,

we observe that class-based weighted fair queuing

protects class 1 from overload as long as the excess

of traffic demand is less than 50%. The results are

derived without accounting for user impatience.

5.4. Admission control

To alleviate the negative impact of demand

overload, it may be considered preferable to deny

access to certain users rather than to allow the

number flows in progress to increase indefinitely

with consequent quality of service degradation for

all. This is the notion of admission control ex-
plored in [1], for example.

A significant advantage of performing admis-

sion control at flow level would be to allow service

differentiation with respect to accessibility. High

priority flows (distinguished by a class attribute as
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in Diffserv) would be allowed access to a congested

link while lower priority flows are rejected. Since

the rejection only occurs when the available band-

width is low (i.e., when necessary to preserve per-

formance), only a fraction of flows are rejected and

the link continues to provide excellent throughput
to all accepted flows.

The realization of flow level admission control

appears to be within the capabilities of present

technology. It remains, however, for router ven-

dors to recognize the superiority of this means of

overload control compared to the service differ-

entiation techniques analysed above.

6. Conclusions

Traffic in the Internet is a random process re-
sulting from the uncoordinated actions of a very

large number of users. In this paper, we have ap-

plied traditional modelling approaches to study

the traffic process resulting from so-called elastic

applications. We have specifically assumed traffic

in the busy period can be represented as a sta-

tionary process of flow arrivals where each flow

corresponds to the transfer of a document whose
size is drawn independently from a certain prob-

ability distribution.

The models are applied at flow level and use a

fluid approximation to investigate the impact of

different bandwidth sharing objectives on the

performance of an isolated bottleneck link. Packet

level protocols are not modelled directly but are

simply assumed to realize the considered band-
width sharing objectives.

The models illustrate that per-flow QoS de-

pends critically on whether traffic demand (flow

arrival rate� average flow size) is less than or

greater than link capacity. If demand is less than

capacity, the queuing system represented by the

link and all the transfers it supports at any instant

is stable. Except when the link is very close to
saturation, it is effectively transparent to flows

whose throughput is limited rather by external

constraints (access rate, maximum TCP window,

server performance, etc.). The impact of unfair

discrimination due, for example, to different RTTs

is then negligible. There is also very little scope for

planned service differentiation since QoS for all

categories is excellent.

On the other hand, discrimination is effective in

overload. Substantial relative differences in

throughput result from unequal bandwidth shar-

ing whether this is planned or not. However, per-
formance of all flows is rather poor except when

priority or class-based scheduling mechanisms are

implemented. These can preserve the QoS of cer-

tain classes by containing the impact of overload.

In overload, stability is in fact maintained by the

impatience of users (and other causes of aborted

transfers). Our models illustrate the significant

impact of the flow size distribution on performance
when user impatience is taken into account. Was-

ted bandwidth due to abandoned transfers turns

out to be least in the practically interesting case of

heavy tailed distributions. However, in all cases

this source of inefficiency is significant and in-

creases as users become more patient. The impact

of greater patience is typically to reduce the average

throughput of all flows without changing the pro-
portion of flows which eventually complete. We

conclude that the application of admission control,

whereby certain flows are denied access from the

start, would be a more effective overload control

than simply relying on impatience.

A reasonable provisioning objective for the core

of the Internet would be to render its links trans-

parent with respect to the QoS experienced by
users. We have shown that this can be achieved

efficiently by ensuring the stability of the distrib-

uted queueing system represented by the links and

their offered traffic. Adaptive flow routing and

admission control appear as more efficient means

for realizing this objective than reliance on impa-

tience and the use of discriminatory scheduling

mechanisms.
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