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Background

Multi-armed restless bandit problems (MARBPs) are used to model optimal resource allocation prob-
lems. In a MARBP, there is a collection of stochastic binary-action (active/passive) projects that
evolve over time, and the goal is to allocate resource to these projects in real time. A typical example
of such a problem is given by stochastic scheduling, in which a machine needs to share its time between
various resources. Other applications include asset management [6] or maintenance problems [3].

Until recently, MARBPs have been mostly studied from the computational point of view: for a
given problem, how to compute a policy that gives a closte-to-optimal solution. While thse problems
have been proved to be computationally hard [7], there exist computationally efficient policies, like
Whittle index policies [8], which performs extremely well in practice while being computationally
efficient [4].

Goal of the internship

The goal of the internship is to explore what we can do when the model information (transition
probabilities and sometimes rewards) is unknown. To do that, we address this problem by deploying
reinforcement learning (RL) based agents. Although RL algorithms have been recently explored for
some restless bandits models [5, 2, 1], their performance guarantee and applicability in stochastic
scheduling remains limited. We want to contribute to the following questions:

1. Starting from stochastic scheduling, propose a data-driven approach to this problem by modeling
it as a restless bandit;

2. Develop reinforcement learning algorithms for the general multi-armed restless bandit problem
where each bandit has Markovian transitions;

3. Envision application to other domains such as dynamic asset allocation, outsourcing warranty
repairs, perishable inventory routing, etc.

The objective is to provide a framework for optimal control of stochastic distributed agents. This
project is mostly of theoretical nature: it aims at contributing to the field of optimal control and
reinforcement learning by developing new control mechanisms for distributed systems.

Additional information The project will benefic drom a bilateral partnership between France and
India via the “équipe-projet associée” AIRBEA.

Contact For more information, please contact nicolas.gast@inria.fr.

Location The intern will be hosted in the POLARIS team. The POLARIS team is a joint team
between Inria and LIG (Grenoble Computer Science Laboratory) and is located on Grenoble University
main campus (https://batiment.imag.fr/).
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