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1 Background

Multi-armed bandits are classical models of sequential decision making problems in which a controller (or learner) needs to decide at each time step how to allocate its resources to a finite set of alternatives (called arms). They are widely used in online learning today as they provide theoretical tools to solve many practical problems: choosing which ads you see when you visit a web page, optimally routing packets in communication networks, designing efficient strategies in complex games such as the game of go, etc. When some information is available about the different arms, this falls into the class of Markovian bandits and restless multi-armed bandits. If the number of arms is small, optimal decision rules can be computed by dynamic programming. The complexity of such an approach, however, grows quickly with the number of arms which calls for approximations.

Mean field methods have become a common tool to provide approximations for systems of interacting agents or entities. They are used in many domains (statistical physics, game theory, performance and design of distributed systems and more recently multi-agent reinforcement learning). The idea of the mean-field approximation is that when the size of the population $n$ is large, a single individual has a minor influence on the rest of the individuals. The mean field approximation consists in neglecting the effect that one individual has on the others. This approximation is known to be exact as $n$ goes to infinity, but it can very poor for finite systems. Our recent progresses, however, show that it is possible to correct these methods to study systems with a relatively small number of entities ($n \approx 10$), which makes it a promising direction to derive efficient approximations for multi-armed bandit problems.

2 Goal of the internship

The main objective on the internship is to design (approximately) optimal allocation strategies in multi-armed bandit problems by using tools from mean field optimal control. Mean field optimal
control problems arise naturally as the limit of centralized \[2\] or decentralized (games \[5\]) control problems and, as described above, the main idea is that mean field allows one to simplify control problems by relaxing a system with dependent agents into a system of independent agents.

The intern will first formalize a theoretical framework and find the proper relaxation to use corrected mean field approximations \[3\]. He/she will then work on solving theoretically the relaxed and corrected model (characterization of the solutions, etc.) in order to design efficient and approximately optimal learning policies. Finally, he/she will implement the obtained algorithms and perform numerical evaluations. As a benchmark, we will compare the obtained policies with the classical index policies that are known to be asymptotically optimal for restless bandits \[6\] \[7\].

3 Contact

For more information, please contact nicolas.gast@inria.fr.

4 Location

The intern will be hosted in the POLARIS team. The POLARIS team is a joint team between Inria and LIG (Grenoble Computer Science Laboratory) and is located on Grenoble University main campus [https://batiment.imag.fr/].
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