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On-site e-voting

Main goal: enhance the trust v.s. pure paper-based voting.

Security targets:
1 Vote secrecy: no one can know who I voted for
2 Verifiability: no one can modify the result of the election

voting machine can be compromised

Requirements in IDEMIA’s use context

limited access to on-site technology (Internet, printers, ..)
robustness, e.g. resist power outage
expect difficult contexts (corruptions, false accusations, ..)
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Themis overview

Limited access to technology through:
pre-printed paper ballots ➡ do not need printers
smart cards and voting machines ➡ from the service provider
hash-chain for the electronic ballot-box’s integrity

➡ monitored offline a posteriori
Robustness:

verifiability (cast-as-inteded) and vote secrecy
systematic cast-as-intended ➡ no need to trust smartcards
can return to a pure paper-based voting system if needed

Difficult context:
dispute resolution procedure to designate the culprit(s)
proven to never wrongly blame someone
require the corruption of several authorities to defeat vote secrecy or
verifiability
proven in symbolic models (ProVerif)
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Themis polling station
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Paper Ballot

Ballot contains :
Candidate name with id X , plus verif. codes A and B
s.t. X = A+B mod n

SDpaper : a short digest (8 digits, unique) of

Digestpaper = Hashpaper (SNpaper , randpaper )

with SNpaper a unique serial number per paper ballot
and randpaper a random value.

Ballot shows :
Candidate name (aka. X), A, B, SDpaper

QRCode 1 : SNpaper , randpaper , with printer signature;
(for dispute, does not break privacy)

QRCode 2 : X , A, B, with printer signature.
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Inside the booth

Booth terminal:
Waits for the voter’s smartcard, and scan his paper ballot;
Checks signatures (QRCodes) and data well-formedness;
Shows the paper ballot’s details on his screen (candidate, A, B)

Voter:
1 checks the screen v.s. his paper ballot, and confirm his choice
2 Place his paper ballot in the envelope (random direction)

Envelope has a window to let see one of A or B, plus SDpaper .

SmartCard (in parallel to 2.):
1 Receives the paper ballot’s QRCodes from the booth terminal;

(also checks the signatures and well-formedness)
2 Sends the e-Ballot for display on the screen and in the chain.
3 On signed confirmation, shows SDelec and SDpaper on card.
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Electronic Ballot (concept)

e-Ballot contains :

3 ciphertexts cX , cA, cB , and π = ZKP(X ≡ A+B mod n)
proof that X ≡ A+B mod n

proof that X , A, B are integers between 0..n−1

Voter audit request: either A or B, chose secretly in the voting booth
⇒ ignored by the smartcard, the terminals and the server

Smartcard and e-Ballot audit:
⇒ e-Ballot created in the voting booth and added to the chain + screen
⇒ before confirmation, Voter must see his ballot on the screen
⇒ SmartCard provides the random used to encrypt the audited A or B

Auditors: see and check A or B plus random, for each ballot in the chain.

Ballot manipulation detected with probability 1/2 (on each ballot)
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Electronic Ballot

e-Ballot contains :

cX = enc(pk,X ), cA = enc(pk ,A), cB = enc(pk ,B)
with pk the election’s public key.
1 ZKP: π = ZKP(X ≡ A+B mod n)

⇒ also ensures A is odd, B is even, in 0..n−1
(note n is twice the number of candidates)

A digest similar to the Digestpaper :

Digestelec = Hashelec(SNpaper , randelec)

with SNpaper the paper’s ballot (unique) serial number
and randelec a random value.
A SmartCard’s signature on this e-Ballot.

Loop until the short 8-digits digest SDelec is unique in the ballot’s chain.

Bougon et al. Themis



Confirmation and election screen

Election screen and chain of blocks matches thanks to Auditors

Voter arrival, SmartCard connected :
e-Ballot’s state moved to Under Confirmation
Voter + Official together confirms SDelec and SDpaper

(screen v.s. card, and paper ballot v.s. card)
Voter scans the envelope’s window :

Audited digit shown on the screen, move to Scanned Code
Voter + Official together confirm the scan

SmartCard answers the challenge :
Digit and random are shown for audit, move to In Audit
SmartCard answers one signed challenge only, shows sign. otherwise
SmartCard will be blamed if not answering the 1st challenge.
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Confirmation and election screen

Audit from Voter + Officials :
Both check together that the numbers match
This confirms the Vote, e-Ballot move to Confirmed.

Paper ballot : keep candidate only, sent to the ballot box
SmartCard : reset and returned to the pool.

Precautions
The e-Ballot is fixed prior to uncovering A or B.
⇒ the SmartCard or “system” cannot change it anymore
Voter and Official must agree on A or B prior sending the challenge
⇒ limit later complain on the value sent
⇒ the challenge sent is absolute and must be answered.
The server is responsible for anything added to the chain or screen.
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Observers

Does the presence of Observers change the result of the election ?
Maybe yes !

Electronic Ballot Box published and rechecked at the end;
Snapshots of the screen during the votes :

Check QRCodes for signatures and data inconsistencies.

Compare Snapshots with the Electronic Ballot Box;
Compare nb. of e-Ballots with the register

Optional Audits :
Risk-limiting audits on the paper ballots;
SmartCard and Terminals can be audited;
Destructive audit of some (random) paper ballots.
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Dispute resolution (confirmation fails)

Phase 1 (in the polling station)

Preserves the vote secrecy
Partial opening of the envelope (uncovers 1st QRCode)
i.e. SNpaper and randpaper , with printer signature.
Checks data v.s. corresponding SmartCard’s records
Checks e-Ballot box v.s. SmartCard records

Phase 2 (outside of the station, external Auditors)

Paper ballot (inside it’s envelope) plus the SmartCard are kept for
further (offline) analysis
Could be e.g. an attack attempt from inside the polling station
Could be e.g. a forged fake paper ballot inside the envelope
Complete analysis uncovers the paper ballot completely
But the SmartCard will still never reveal the vote by herself.
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Model overview (ProVerif)
Flexibility :

All interactions goes through channels, including non-electronic ones
Each scenario describes it’s honesty/dishonest assumptions
⇒ Models derived from a single, main one (for reachability prop.)

Observers :
Not modeled as agents but as restrictions (consistency properties)
Only traces where the Observers are satisfies are considered

xx, xx, xx Bougon et al.

Internally, ProVerif models the protocol with Horn clauses, and
performs automated reasoning on them. It typically considers an
unbounded number of sessions in parallel, thus covering attacks
that could be hard to detect manually.

There are two main classes of security properties that ProVerif
can verify. First, reachability queries consist in asking if the at-
tacker can reach a certain state in the protocol. This includes secrecy
queries, whose purpose is to verify whether a value remains secret,
or correspondence queries which draw relations between elements
in the protocol (e.g., if something occurs, then necessarily some-
thing else occurred before). To do so, ProVerif defines events which
are used to identify specific steps in the protocol and, then, state
correspondence queries. Second, equivalence properties consist in
asking whether the attacker can distinguish between two distinct
situations. This is related to the indistiguishability properties that
are well-known in cryptography. In our case, this is the key tool to
model the voter’s privacy.

ProVerif can give three answers to these security questions. The
first one, true, is that there is no attack. In that case, this is a
guaranteed result (up to errors or approximations when the user
wrote the model). The second one, false, is that there is an attack.
In that case, ProVerif provides an example of execution that falsifies
the security property. The third one, cannot be proved, is when the
tool cannot conclude. Indeed ProVerif analyses only the security of
a sound over-approximation of the initial process (mainly because
the translation in Horn clauses). When this happens the user needs
to refine their modeling to avoid such approximations; this can be
done by examining the false witness of attack that ProVerif often
returns. Finally, it may also occur that ProVerif does not terminate.

In Section 4, we explain a few modeling subtleties that had to be
done to obtain a clear “no attack” answer to all our queries.

3.2 Overview of Themis modeling in ProVerif
Modeling the Themis protocol in ProVerif is a challenging task
for various reasons. First, this is a protocol with many different
roles, and with long instructions for them, especially when we con-
sider the dispute resolution. Second, the protocol involves paper,
envelopes, scratchcards, for which the modeling is not immediate.
Third, we target several properties, and for each of them, we want to
be able to be as precise as possible about the trust assumptions. Fur-
thermore, the resulting model is inevitably close to the limit of what
can be handled by the tool, making it sensitive to phenomenons
where innocent-looking changes lead to non-termination.

For each trust assumption, a new ProVerif file must be designed,
since the process of dishonest actors must be disabled to allow
the attacker to play their role. We start with a description of our
modeling where all the participants are honest. We model each role
by a process expressed as a sequence of instructions. As an example,
in Figure 4, we give a small excerpt of the modeling of the voter, of
the smart card, and of the voting terminal, during the phase where
the voter is in the voting booth.

In this example, we see how the communications are expressed
in ProVerif, with the in command to read on a channel and the
out command to write on it. Hence, the first line of the voter part
sends data on the c_voter_vTerm channel, and the first line of

the terminal part receives this data. We can remark the following
points, which are typical of our modeling choices.

• All the interaction between the agents is modeled through
channels, including non-electronic communications. The
c_voter_vTerm channel models the scanning capability of
the terminal that can therefore read the paper ballot pre-
sented by the voter, and, in the other direction, the terminal
screen seen by the voter. This all occurs in the voting booth,
and therefore this channel is assumed to be private unless
one of the parties is corrupted. Similarly the c_card_vTerm
channel models the communication between the smart card
and the terminal when the card is inserted in the terminal’s
card reader. Again, this is a private, unless the card or the
terminal is corrupted.

• All communications are prepended with a message header
that identifies a precise place in the protocol. This model-
ing matches a good security practice and greatly improves
ProVerif accuracy without altering the model. Indeed, these
headers are public constants. The attacker can thus modify
them for all the communications on public channels.

• Cryptographic verifications are gathered in function macros.
In our example, CheckQRCodesData is a function macro that
contains two verifications of cryptographic signatures and
a verification of an arithmetic property. As presented in
Section 3.1, cryptographic signatures (and zero-knowledge
proofs, for instance) are idealized (as usual) by rewriting
rules. However, for the arithmetic property, the situation is
more complicated, and we refer to the next section for this.

• The role of Observers, described in Section 2.2.5 is not mod-
eled in a classical way with a process. We used the restric-
tions capabilities of ProVerif to directly write consistency
properties that are guaranteed by the presence of Observers.
Each of them corresponds to a verification procedure of the
Observers, for which a failure leads to a clear blame. For in-
stance, there is a restriction to ensure that each shortDigestelec
is accepted only once by the server:

restriction SD_elec, Ballot_elec1, Ballot_elec2;
event(Unicity(SD_elec,Ballot_elec1))

&& event(Unicity(SD_elec,Ballot_elec2))
==> Ballot_elec1=Ballot_elec2.

As usual in ProVerif, the roles of honest participants are instantiated
so that an unbounded number of agents can vote and/or revote.
In order to study a scenario where some entities are assumed to
be dishonest, the corresponding roles are not instantiated; instead
the attacker will play their role. For this, the secret data of these
entities (for instance, their signing key) is made public by out-ing
them on a public channel. Furthermore, the channels where one of
the communicating entities is corrupted are also made public.

Our approach to keep track of the changes made for each scenario
is to derive all the ProVerif files from one master file protocol.pv
that describes the all-honest scenario. Then, for each scenario, an
additional file is provided, that describes the security property that
is under study, and the list of honest entities that is sufficient for the
property to hold. A small tool automatically combines the master
file and this scenario description to create a specific ProVerif file
that can then be analyzed by the ProVerif tool.

8

Arithmetic : crypto. verifications abstracted as usual (e.g. ZKP), but
arithmetic property X = A+B [n] need special care;
Probability : auditing A or B with 1/2 prob. also requires specific
abstractions.
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End-to-end Verifiability (part 1)

Individual verifiability (aka. recorded-as-intended)

Combines cast-as-intended (after confirmation) and recorded-as-cast
Assuming :

1 All checks from Voter & Auditors succeed
2 Paper ballot was well-formed
3 Voter do not trust authorities or the ’system’

Prop: Each voter is assured that some valid ballot containing his
intended vote exists for him in the database

This is split in two subproperties to ease ProVerif analysis :
1 recorded-as-intended without voters to ballots injectivity

i.e. allows to wrongfully associate two voters to one same ballot.
2 no-clash-attack

i.e. two happy voters cannot share the same ballot.

Bougon et al. Themis



End-to-end Verifiability (part 2)

Eligibility
Entry the polling station is not part of the protocol
Neither is the link with the record (human check)
⇒ remains only : no-ballot-stuffing

Two ways to ensure :
1 Through local authorities, by comparing the number of paper and

electronic ballots;
2 By design if the scenario allows it, and counting is only a safeguard

⇒ targeted here

Counted-as-recorded
The tally is unspecified in the protocol, so this property is not analyzed;
Usual tallying methods are expected to work as usual here.
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Modeling difficulties

Probabilities for recorded-as-intended
Attack should be detected with only prob. 1/2 only;
Assumption :

adversary cannot anticipate which code will be audited;

ProVerif model : both codes are audited (honest agents)
i.e. models two runs inside one;
adversary failure means he failed at least to one of both audits.

Assumption is easy to prove in the modeled scenario, but side-channels
attacks (e.g. camera in the booth) would break it;

This allows to abstract the probabilities away from the model.
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Modeling difficulties

Arithmetic of X = A+B mod n

Over-approximation through events and restrictions :
Model each agent verification over X through an event
For X =? A+B mod n : event isSum(X ,A,B)

For X ̸=? A+B mod n : event isNotSum(X ,A,B)

Define a set of restrictions to model the few and only extra deductions
that ProVerif needs when building the Horn Clauses, e.g. :

This also shows a (over-approximated) set of deductions on X , A, B that
this protocol needs to be secure.
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Query sample (and strongly simplified)

From recorded-as-intended :
event HappyUser(Voter,Candidate,SDelec ,A,B)

∧ event Snapshot(SDelec , data)
∧ event isSum(X ,A,B) ⇒ Candidate = GetName(X )

With
HappyUser : Voter confirmed with SDelec and think he voted for
Candidate;
Snapshot : an Observer spotted a ballot with SDelec on the election
screen;
⇒ thanks to QRCode audits, it is assumed to contain consistent
data
GetName : function from candidate id to real name.
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Analysis results

Individual verifiability holds when (both conditions) :
1 The election screen can be trusted and matches the e-Ballot box

either because the server is honest
or Observers are present to monitor the server

2 The paper ballot was well-formed
either because the Printing Authority was honest
or the Devices were honest and thus, checked it.

Note: Voter needs addition modulo if the cart or terminal is dishonest.

No-ballot-stuffing holds when both the local authorities and the
smartcard are honest

Fallback to counting ballots if only the authorities are honest;
Dishonest authorities can let through false voters in the process.
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Analysis result (Individual verifiability)
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Analysis result (no-clash-attack)
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Vote Privacy

Biprocess for privacy

Assume Alice and Bob audit their first code, A resp. A′;
It will be revealed, so must not change through the processes;

P = C | Alice(diff[ ballot(X ,A ,B1), ballot(Y ,A ,B3) ] )
| Bob( diff[ ballot(Y ,A′,B2), ballot(X ,A′,B4) ] )

with X ≡ A+B1 ≡ A′+B4 mod n and Y ≡ A+B3 ≡ A′+B2 mod n

Problem: the restrictions for arithmetic creates an over-approximation !

Solution with both a ProVerif lemma and a hand proof :
1 the IsSum(..) relation is preserved from left to right in this biprocess
2 hand-proof to lift this to vote privacy w.r.t. arithmetic operations.
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Analysis results

Vote privacy holds (in general)
versus a single corrupted entity;

Noticeable exceptions:
Local authorities provide an
invalid paper ballot to a
targeted Voter
⇒ observe if he returns
Similar for the printing
authority with a local
accomplice.
Auditing rejected ballots
might reduce the risk
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Accountability divided

Defendability
Dispute resolution always end with a blame accusation
⇒ Honest participant expects not to be blamed.

In some cases, a group of participants is to be blamed, meaning that one
of them was guilty (but not necessarily the others)

All scenarios proved, covering all exit cases for the dispute resolution;
Some scenario cannot blame one single agent, but a group among which
one is guilty :

Mainly due to fake paper ballots in the process;
from the Printing Authority or a local agent ?
from the Voter, armed with a pair of scissors ?

Further, human-level analysis might better point the culprit.
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Accountability divided

Contestability
The Voter always terminates with: either a success; or a dispute
resolution; or a return to booth.

No liveness (the Voter can always continue), but not possible with
ProVerif and easy to check by hand.

Card-capture resistance
Each time the dispute resolution holds, a card is captured. However :

1 Occurs only if system is dishonest or a fake paper ballot is used;
2 Fake paper ballots leading to a card captured have specific shapes;

⇒ countermeasures ?
3 Honest Voters are not subject to use fake paper ballots by accident.

⇒ with honest terminal or audit of the ballots
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Conclusion

On-site voting protocol with systematic audits and dispute resolution;
Large ProVerif modeling and analysis, despite modular arithmetic.

Questions ?
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