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State Transformations

Fig1: Changes in object states over time for action recognition. Two 
sample sequences from the EPIC kitchen dataset.

State-Changing Actions

• State of objects are more apparent from still 
images than verbs.

• Actions can change: 
• Object's appearance,
• Object's shape,
• Object's position.

State Transition 
Vi : Sbefore ➙ Safter;   where Vi  ∈ verbs, Sj ∈ states.

Our Model:

Fig 2: Proposed model to learning action recognition as state 
transformation.

Experiement on EPIC-Kitchens Dataset 
• We defined 49 state transitions from 31 states.
a. Action Recognition Challenge.

Table 1: Comparison of our method and baseline methods 
reported by [1].

b. Results on state-changing verbs on validation set.

 Table 2: Our model performance on validation set on state-changing verbs.

        Fig 3: Confusion Matrix on Validation set.
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The code is 
available at:


