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**Context: Encoding models of the visual cortex**

The understanding of brain functional architecture has long been driven by subtractive reasoning approaches, in which the activation patterns associated with different experimental conditions presented in event-related or block designs are contrasted in order to yield condition-specific maps [1]. A more ecological way of stimulating subjects consists in presenting complex continuous stimuli that are much more similar to everyday cognitive experiences. The analysis of the ensuing complex stimulation streams proceeds by extracting relevant features from the stimuli and correlating the occurrence of these features with the brain activity recorded simultaneously with the presentation of the stimuli. Such a procedure is called an encoding model [2]. Importantly, encoding models can be inverted, opening the possibility to decode brain activity (see Fig. 1 and [2]).

This framework has proved very successful for the study of the visual cortex, due to the existing relationships between computer and biological vision [3, 4]; moreover, the large size of the human visual makes it easy to study it with functional neuroimaging at a resolution of 1 to 3mm (see e.g. [5]). Recent works have provided more advanced insights on the functional organization of the visual cortex [6, 7]. A particularly compelling application of this study is the capacity to reconstruct or predict an image seen by a participant, an approach called decoding [8, 9, 2].

**Proposed work**

Despite recent progress on the topic (see [6], [7] and Fig. 2), the decoding of visual experiments is currently limited by the capacity to interpret the units of the convolutional network. We will investigate whether state-of-the-art solutions in computer vision such as deconv net [10] can be used to clarify the functional significance of the units and yield a clear interpretation of the associated activity. The underlying question is the statistical reliability of such reconstruction, that we will study carefully.

Another important topic in the encoding is the presence of a hemodynamic filter between the assumed neural activation and the observed fMRI fluctuations. As this filter is not perfectly known, estimating it can have a large impact on encoding and decoding accuracy [11]. We will assess the impact of such modeling on the analysis of visual activation datasets in [7].

**Implementation**

The expected result of will be a publication describing the mapping of high-level features to brain territories. We will focus particularly on double dissociations, where different regions exhibit distinct behavior according to the analytic model.

We will provide analytic methods that can be used to identify the features that best explain the signal across brain regions. These will be implemented in Python and made available to the community.

Finally, we will identify carefully the computational bottlenecks entailed by this project and address them in dedicated libraries (Joblib, https://pythonhosted.org/joblib, Scikit-Learn, http://nilearn.github.
Figure 1: Encoding and decoding model of brain activation. (top) An encoding model can be conceptualized as a non-linear feature extraction from naturalistic stimuli followed by a linear mapping to brain activity. This linear mapping opens the possibility to invert the mapping, e.g., predict stimulus features from brain activity. The particular role of the assumed non-linearity is to make the mapping more efficient by extracting new representations of the stimuli that are more relevant to brain activity modeling.

Figure 2: Deep representations of certain input stimuli may be used to map the brain’s functional architecture by assessing specifically how well each layer of the deep model explains the activation in each brain area.

**Required skills:**

The successful candidate will be interested in applications of machine learning and in the understanding of human cognition.

Prior experience on deep model is a major asset, as it makes it easier for the candidate to understand the concepts and tools involved. Knowledge of scientific computing in Python (Numpy, Scipy) is required. All the work will be done in Python based on standard machine learning libraries and the Nilearn library http://nilearn.github.io for neuroimaging aspects. The candidate will benefit from the numerous development of the Tau Parietal teams for computational facilities and expertise in the various domains involved (machine learning, optimization, statistics, neuroscience, psychology).