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- Classical LWR on each mainline $I_{1}, I_{2}$

$$
\partial_{t} \rho+\partial_{x} f(\rho)=0, \quad(t, x) \in \mathbb{R}^{+} \times \boldsymbol{I}_{i},
$$

- $\rho=\rho(t, x) \in\left[0, \rho_{\text {max }}\right]$ mean traffic density
- $\rho_{\text {max }}$ maximal density allowed on the road
- $f:\left[0, \rho_{\max }\right] \rightarrow \mathbb{R}^{+}$given by $f(\rho)=\rho v(\rho)$, flux function
- $v(\rho)$ mean traffic speed
- Dynamics of the onramp described by a buffer
- $I(t) \in[0,+\infty[$ length of the queue
- $F_{\text {in }}(t)$ flux that enters the onramp
- $\gamma_{r 1}(t)$ flux that exits the onramp
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## Cauchy Problem

$$
\begin{cases}\partial_{t} \rho_{i}+\partial_{x} f\left(\rho_{i}\right)=0, & (t, x) \in \mathbb{R}^{+} \times I_{i}, i=1,2 \\ \frac{d I(t)}{d t}=F_{\mathrm{in}}(t)-\gamma_{\mathrm{r} 1}(t), & t \in \mathbb{R}^{+}, \\ \rho_{i}(0, x)=\rho_{i, 0}(x), & \text { on } I_{i} i=1,2 \\ I(0)=I_{0}, & \end{cases}
$$

Coupled with the following Junction Problem

$$
\begin{aligned}
d\left(F_{\mathrm{in}}, l\right) & = \begin{cases}\gamma_{\mathrm{r} 1}^{\max } & \text { if } I(t)>0, \\
\min \left(F_{\mathrm{in}}(t), \gamma_{\mathrm{r} 1}^{\max }\right) & \text { if } I(t)=0,\end{cases} \\
\delta\left(\rho_{1}\right) & = \begin{cases}f\left(\rho_{1}\right) & \text { if } 0 \leq \rho_{1}<\rho^{\mathrm{cr}}, \\
f^{\max } & \text { if } \rho^{\mathrm{cr}} \leq \rho_{1} \leq 1,\end{cases} \\
\sigma\left(\rho_{2}\right) & = \begin{cases}f^{\max } & \text { if } 0 \leq \rho_{2} \leq \rho^{\mathrm{cr}}, \\
f\left(\rho_{2}\right) & \text { if } \rho^{\mathrm{cr}}<\rho_{2} \leq 1,\end{cases} \\
\gamma_{\mathrm{r} 2}(t) & =\beta f\left(\rho_{1}\right),
\end{aligned}
$$

（1）$f\left(\rho_{1}(t, 0-)\right)+\gamma_{\mathrm{r} 1}(t)=f\left(\rho_{2}(t, 0+)\right)+\gamma_{\mathrm{r} 2}(t)$
（2）$f\left(\rho_{2}(t, 0+)\right)$ is maximum subject to 1 and

$$
f\left(\rho_{2}(t, 0+)\right)=\min \left((1-\beta) \delta\left(\rho_{1}(t, 0-)\right)+d\left(F_{\mathrm{in}}(t), l(t)\right), \sigma\left(\rho_{2}(t, 0+)\right)\right)
$$

（3）To ensure uniqueness of the solution a right of way parameter $P \in] 0,1[$ is introduced such that

$$
f_{1}(\rho(t, 0-))=\frac{P}{1-P} \gamma_{r 1}
$$

（9）No flux from the onramp is allowed on the offramp
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## Solution of the Riemann problem: steps

To find a solution of the problem we will take the following steps.
(1) Define $\Gamma_{1}=f\left(\rho_{1}(t, 0-)\right), \Gamma_{2}=f\left(\rho_{2}(t, 0+)\right), \Gamma_{\mathrm{r} 1}=\gamma_{\mathrm{r} 1}(t)$
(2) Consider the space $\left(\Gamma_{1}, \Gamma_{\mathrm{r} 1}\right)$ and the sets $\mathcal{O}_{1}=\left[0, \delta\left(\rho_{1}\right)\right], \mathcal{O}_{\mathrm{r} 1}=\left[0, d\left(F_{\mathrm{in}}, \bar{l}\right)\right]$
(3) Trace the line $(1-\beta) \Gamma_{1}+\Gamma_{\mathrm{r} 1}=\Gamma_{2}$
(c) Consider the region
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（9）Different situations can occur depending on the value of $\Gamma_{2}$
－Demand limited case：$\Gamma_{2}=(1-\beta) \delta\left(\rho_{1}(t, 0-)\right)+d\left(F_{\text {in }}, \bar{l}\right)$
－Supply limited case：$\Gamma_{2}=\sigma\left(\rho_{2}(t, 0+)\right)$

We set the optimal point $Q$ to be the point $\left(\hat{\Gamma}_{1}, \hat{\Gamma}_{r 1}\right)$ such that $\hat{\Gamma}_{1}=\delta\left(\rho_{1}(t, 0-)\right), \hat{\Gamma}_{\mathrm{r} 1}=d\left(F_{\mathrm{in}}, \bar{l}\right)$ and $\hat{\Gamma}_{2}=(1-\beta) \delta\left(\rho_{1}(t, 0-)\right)+d\left(F_{\mathrm{in}}, \bar{l}\right)$
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## Theorem

Consider a junction $J$ and fix a priority parameter $P \in] 0,1[$. For every $\rho_{1,0}, \rho_{2,0} \in[0,1]$ and $I_{0} \in[0,+\infty[$, there exists a unique admissible solution ( $\left.\rho_{1}(t, x), \rho_{2}(t, x), I(t)\right)$ satisfying the priority (possibly in an approximate way). Moreover, for a.e. $t>0$, it holds
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Sketch of the proof: using the following lemma

## Lemma

If $\left(\hat{\rho}_{1}, \hat{\rho}_{2}\right)$ is a solution of the Riemann problem with initial data $\left(\rho_{1,0}, \rho_{2,0}\right)$, then the following holds:

$$
\begin{aligned}
\delta\left(\rho_{1,0}\right) & \leq \delta\left(\hat{\rho}_{1}\right), \\
\sigma\left(\rho_{2,0}\right) & \leq \sigma\left(\hat{\rho}_{2}\right), \\
d\left(F_{\mathrm{in}}, l_{0}\right) & \leq d\left(F_{\mathrm{in}}, l\right) .
\end{aligned}
$$
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## Modified Godunov Scheme

－At some time step $\Delta t^{n}$ ，we might have multiple shocks exiting the junction
－We divide the time step $\Delta t^{n}=\left(t^{n}, t^{n+1}\right)$ into two sub－intervals $\Delta t_{a}=\left(t^{n}, \bar{t}\right)$ and $\Delta t_{b}=\left(\bar{t}, t^{n+1}\right)$
－We solve in one time step two different Riemann Problems at the junction
－For $\Delta t_{a}$ ：Classical Godunov flux update

$$
\begin{aligned}
& v_{J}^{n+1}=v_{J}^{n}-\frac{\Delta t_{a}}{\Delta x}\left(\hat{\Gamma}_{1}-g\left(v_{J-1}^{n}, v_{J}^{n}\right)\right) \\
& v_{0}^{n+1}=v_{0}^{n}-\frac{\Delta t_{a}}{\Delta x}\left(g\left(v_{0}^{n}, v_{1}^{n}\right)-\hat{\Gamma}_{2}\right)
\end{aligned}
$$

－For $\Delta t_{b}$ ：Modified flux update

$$
\begin{aligned}
& v_{J}^{n+1}=v_{J}^{\bar{t}}-\frac{\Delta t_{b}}{\Delta x}\left(\hat{\Gamma}_{1}^{\bar{t}}-g\left(v_{J-1}^{n}, v_{J}^{\bar{t}}\right)\right) \\
& v_{0}^{n+1}=v_{0}^{\bar{t}}-\frac{\Delta t_{b}}{\Delta x}\left(g\left(v_{0}^{\bar{t}}, v_{1}^{n}\right)-\hat{\Gamma}_{2}^{\bar{t}}\right)
\end{aligned}
$$

## Numerical Simulations



## Current work \& Perspectives

- Corresponding discrete optimization problem solved using the adjoint method
- Production-scale implementation in the framework of the Berkeley Connected-Corridors traffic system
- Extension to optimal rerouting with multi-commodity flow and partial control
- Extension to traffic flow modeling on roundabouts
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