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## Linear programming and its complexity

Linear programming $(L P)=$ optimize a linear objective function under linear (affine) inequality constraints.

## Definition

A linear program is of the form:

$$
\begin{array}{ll}
\operatorname{minimize} & c^{\top} x \\
\text { subject to } & A x \geqslant b, x \in \mathbb{R}^{n}
\end{array}
$$

where $A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}, c \in \mathbb{R}^{n}$.
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where:

- $m=n b$ of inequalities
- $n=$ dimension of the space
- $L=$ total size of the coefficients $A_{i j}, b_{i}, c_{j}$ in bits (sum of their $\log _{2}$ ).
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## Purpose of this talk

What can we say about interior point methods?
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- stay in a certain "neighborhood" of the central path
- use Newton descent directions to iterate
- different choices of steps (short, long, predictor/ corrector, etc)
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## Continuous analogue of Hirsch conjecture (Deza, Terlaky, and Zinchenko, 2009)

The total curvature of the central path is bounded by $O(m)$.
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## Our approach

Study the limit of the central path of $\operatorname{LP}(t)$ when $t \rightarrow+\infty$ through the "tropical central path".
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Our goal: tropicalizing the central path
Study the central path of a parametric family of LPs:
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\end{array}
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and its deformation by the $\operatorname{map} \log _{t}(\cdot)$, when $t$ goes to $+\infty$.
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## Theorem

Let $\mathcal{P} \subset\left(\mathbb{K}_{\geqslant 0}\right)^{n}$ be a convex polyhedron. Then

$$
\operatorname{val}(\mathcal{P})=\lim _{t \rightarrow+\infty} \log _{t} \mathcal{P}(t)
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is a tropical polyhedron.

$$
\begin{aligned}
t^{3} & \leqslant x_{1}+t x_{2} \\
t^{-10} x_{1}+t & \leqslant x_{2} \\
t^{-3} x_{1} & \leqslant x_{2}+t^{4} \\
x_{1}+t^{2} x_{2} & \leqslant t^{8} \\
x_{2}+t^{5} & \leqslant t^{4} x_{1}
\end{aligned}
$$



## Outline of the talk

(1) Preliminaries on tropical geometry
(2) Tropicalizing the central path

## The central path over the Hardy field
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## Proof

The expansion of our o-minimal structure with the function $\log$ is also o-minimal (van den Dries et al., 1994).
$\Longrightarrow$ the resulting Hardy field still has nice model theoretic properties.
The proposition is valid over the reals, so it is still valid over the Hardy field.

## The tropical central path
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- over the Hardy field, the central path of $\mathbf{L P}(A, b, c)$
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## Theorem
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## Theorem

The point $\mathcal{C}^{\text {trop }}(\lambda)$ of the tropical central path is given by the barycenter of

$$
\mathcal{P} \cap\left\{(x, w) \in\left(\mathbb{R}_{\max }\right)^{n+m} \mid c^{\top} \odot x \leqslant \lambda\right\}
$$

## Remark

The tropical central path does not depend on the representation of $\mathcal{P}$.

## Geometric characterization of the tropical central path (2)

$$
\begin{aligned}
& \operatorname{minimize} \quad x_{1}+t^{3} x_{2} \\
& x_{1}+x_{2} \leqslant 2 \\
& t x_{1} \leqslant 1+t^{2} x_{2} \\
& t x_{2} \leqslant 1+t^{3} x_{1} \\
&(\mathcal{P}) \quad x_{1} \leqslant t^{2} x_{2} \\
& x_{1}, x_{2} \geqslant 0
\end{aligned}
$$

minimize $\max \left(x_{1}, 3+x_{2}\right)$

$$
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+ the point $\operatorname{val}\left(x^{\mu}, w^{\mu}\right)$ maximizes the function

$$
(x, w) \mapsto \sum_{j=1}^{n} x_{j}+\sum_{i=1}^{m} w_{i}
$$

over the tropical polyhedron $\mathcal{P} \cap\left\{c^{\top} \odot x \leqslant \lambda\right\}$.

## Outline of the talk

(1) Preliminaries on tropical geometry
(3) Central paths with large curvature
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Our counterexample to the continuous Hirsch conjecture (2)
In the $\left(u_{r}, v_{r}\right)$-plane, the tropical central path looks like a staircase with $2^{r}$ steps:
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## Curvature analysis

In the $\left(\boldsymbol{u}_{r}, \boldsymbol{v}_{r}\right)$-plane, the preimage under $\log _{t}$ of the tropical central path looks like:

$\Longrightarrow \lim \inf \left(\right.$ total curvature of $\left.\mathcal{C}_{t}\right) \geqslant\left(2^{r}-1\right) \frac{\pi}{2}$ when $t \rightarrow+\infty$.

## Thank you!
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