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Context

How to adequately represent the meaning of words is a long-standing and crucial problem in the fields of Natural Language Processing. Following the “distributional” hypothesis according to which the meaning of a word can be inferred from the context in which it is used, there has been a recent surge of research in learning vectorial word representations (or “word embeddings”) from co-occurrence statistics extracted from massive text corpora. Existing algorithms typically rely on neural networks (this includes the popular word2vec approach [7, 8]) or some variants of matrix factorization [9, 6]. The main appeal of these low-dimensional word representations is two-fold: they can be derived directly from raw text data in an unsupervised or weakly-supervised manner, and their latent dimensions condense interesting distributional information about the words. For instance, word embeddings have been shown to convey some syntactic or semantic relationships between words (including word similarity or syntactic/semantic analogy tasks) [7].

Objectives

The goal of this internship is to study word semantic change in political texts across time and space using word embeddings. We will work on a large corpus of political manifestos from the French general elections for the period 1958–1993.\footnote{Note that the text corpus is in French. See https://archive.org/details/archiveselectoralesducevipof} We aim to uncover significant changes in some words’ usage and meaning across time and space. We expect some of these evolutions to be consistent with known historical and regional shifts in political language. We will contrast this evolution to that of the general language, and attempt to highlight correlations with factors such as important political events, levels of wealth inequality, etc.
From the machine learning and natural language processing perspective, a simple first approach to tackle these questions consists in learning word embeddings separately for each election year and/or for each spatial region (e.g., electoral district). However, the resulting word embeddings may be unstable and misleading due to data scarcity. We will thus propose some approaches to learn word embeddings jointly across time and space, building upon recent work on dynamic word embeddings [2, 5, 3] as well as in relation to political contexts [1, 4].

The tentative work-plan is as follows:

1. Review the relevant literature on word embeddings, extract and pre-process the text corpus.
2. Propose and apply methods to learn word embeddings which vary over time and space.
3. Use the resulting embeddings to analyze word semantic change in political language.

Skills

Basics in machine learning, algorithms and linear algebra. Familiarity with natural language processing and interest for political science are a plus.
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