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2 Context and Overview

The volume of globally produced data is projected to reach more than 180 zettabytes by 2025 [Dat].
This poses challenges to data-driven organizations and research that routinely produce and access large
volumes of data for analysis, search, and increasingly machine learning applications. With current
computer architectures this means routinely transferring large volumes between distributed storage
systems and compute systems spanning edge, cloud and supercomputing facilities.

Unfortunately, data movements between storage and compute resources are a common bottleneck,
often limiting the performance and driving the cost of executing data-driven applications. This cost
primarily stems from the large amounts of network, storage and compute infrastructure as well as
the energy needed to operate it. As a result data and compute infrastructure today has a notable
environmental footprint: Data centers are currently accounting for about 3% of of the worlds total
electricity usage [DOE24] and are projected to double by 2026 [Ele24].

To address both the performance and the energy challenges, computational storage architec-
tures are being researched. These architectures combine storage and low-power computing capabilities:
instead of moving the data, they allow moving the computational tasks. This allows for reducing the
load on the network [LT21, SJP24] and freeing CPUs in the host system to perform other useful work
[ZMRA21]. Computational storage also allows processing the data in parallel which can be much faster
and more energy efficient [ZMRA21, GL21].

Research on computational storage is concerned with developing suitable programming models and
designing algorithms and hardware acceleration to offer high performance while reducing the com-
putations’ energy footprint. Therefore, it becomes essential to identify the most common data—and
energy-intensive tasks in applications that can be computed directly in the computational storage, thus
minimizing the data movement across nodes. A hybrid approach is widely anticipated: besides compu-
tational storage functions for common tasks — such as data aggregation and reduction, compression,
duplication, and erasure coding, or search through regular expressions — computational storage de-
vices may provide re-configurable acceleration through FPGAs. This heterogeneity necessitates taking
a workflow perspective to allow the co-design of programming models, runtime systems, execution
engines, and suitable hardware acceleration to optimally support a particular application.
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3 Internship objectives and approach

This project aims to investigate methods to offload data-intensive processing tasks to computational
storage systems and devices.

1. As a first step, the student shall become familiar with the programming interfaces and data
formats used to interact with computational storage devices and self-describing data formats.

2. This will allow the student to analyze and explore performance optimization and hardware ac-
celeration of different workloads.

Real workloads in the context of numerical weather prediction and climate simulation, high-energy
physics, and machine learning will be studied to identify candidates for task that can be offloaded to
computational storage engines. We will will evaluate and characterize these candidates when executed
in containers runtimes (e.g., Podman, Apptainer) or in hardware accelerated environments (e.g., based
on RISC-V using Chipyard and Verilator).

The student will learn state-of-the-art tools and standards, such as:

o Self-Describing Data Formats (HDF5HDF19], NetCDF[Unil9]) and numerical data processing
libraries (Numpy, Pandas[pdt20], Dask[Roc15])

e Storage Networking Industry Association (SNIA) Computational Storage API [Com23]

e Podman [eaHWB™18, Con24] and Apptainer [App, KcB121] for Container-based Computational
Storage Engines

e Chipyard [ABG™20] and Verilator[SWGe24, Ver]| for low-level accelerated Computational Storage
Functions

We will build upon previous work and active research of the members in the supervisory team and
international collaborators in the USA and Germany. As such this work will be complementary to
ongoing collaborations with Argonne National Laboratory, the German Climate Computing Center

(DKRZ) and the University of Magdeburg (OVGU). DKRZ and Argonne National Laboratory will
provide the workloads.

Required skills

e Good knowledge/understanding of computer architectures and embedded systems
e Strong programming knowledge (Python, C/C++)

e HW design: Hardware synthesis flow, C++ code for HW (basic understanding of High Level
Synthesis)

e Basic familiarity with container environments (Docker, Podman, ...)

e Knowledge of Design Space Exploration approaches is a plus

Languages: Proficiency in written English is required; fluency in spoken English is required.
Relational skills: The candidate will work in a research team, where regular meetings will be set up.
The candidate has to be able to present the progress of their work in a clear and detailed manner.
Other values appreciated: Open-mindedness, strong integration skills, and team spirit.

Most importantly, we seek highly motivated candidates.
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