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Context

The exploratory research project “FIGURINES” is a collaboration between the IMAGINE team at LJK and the PRIMA team at LIG, supported by Labex Persyval. The goal of the project is to create short animated stories using augmented reality techniques. More precisely, storytellers can design and print 3D figurines, use them as puppets to show and tell a story, and transfer their performance into a 3D animated virtual world.

The internship will take place in the IMAGINE team at INRIA in Montbonnot.

Objectives

The goal of the internship will be to propose novel and original methods for transferring a performance created with real figurines into a 3-D animation.

Recent work on 3D puppeteering [1] has shown how to transfer the rigid body movements of 3D objects into an animated scene using a kinect interface. In this internship, we will extend this prior work by combining at least three motions:

- Rigid motion of the figurines, as captured with the kinect cameras in the real world.
- Hand gestures of the storyteller, as he manipulates the figurines.
• Facial expressions of the storyteller, as he mimics the figurine’s characters.

This is a special case of “layered acting” [2] where the animation of a virtual character must be created from multiple sources. In our case, novel methods will need to be proposed, implemented and tested to successfully merge the different motions into a convincing and aesthetic virtual performance. For instance, locomotion of the virtual character will need to be recreated using a combination of the recorded motions of the figurine and the storyteller, with the physics of the imaginary virtual world. Head movements will also need to be recreated by combining those of the storyteller and the figurines. Facial expressions of the storyteller will also need to be transferred to the morphology of the virtual character. All cases will require novel methods significantly extending previous work [3,4,5].

A companion internship is proposed in the PRIMA team at LIG/INRIA, dealing with perception of the figurines, and the acting of the storyteller, from audio-visual streams recorded by one or more kinect cameras. Collaborations will be encouraged to propose “high level” descriptions of the performance that can be extracted from those streams and used to make the transferred performances more expressive (for instance, entrances and exits of characters, turn-taking in dialogue and interaction, contact between different characters, social attitudes mimicked by the storyteller, etc.).

We expect this research to lead to a PhD on story-driven interactive spaces [6] or a related topic in computer graphics and 3D animation.
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