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Figure 1:  Images from [Weder23]: (a) multiple input images are used to create a NeRF and 
then an object can be removed; the content behind the object is inpainted. (b) Despite 
successful inpainting overall, shadows from the removed objects can remain -- this is 
particularly visible in the leftmost scene. 

Context and goal 
Neural Radiance Fields (NeRFs) [Xie22]  and Radiance Fields (RF) in general have received 
widespread interest in recent years, and are now being applied in many different application 
domains from e-commerce and building inspection to visual effects and games. Editing such 
representations remains complicated; one of the main problems is that when we remove an object 
from the scene, we need to inpaint the remaining part of the RF so it remains realistic (see Fig. 1 
(a) above). Initial attempts to solve this problem [Weder23,Mirzaei23] achieve convincing results 
albeit with some visual artifacts. Such artifacts are often due to the change in lighting that occurs 
after removing an objects, e.g., “left over” shadows in the inpainted result (Fig. 1 (b)).  
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In this internship we will follow a similar strategy as [Weder23,Mirzaei23] exploiting powerful 2D 
inpainting solutions and imposing 3D consistency. The novelty of the approach we propose will 
reside in taking into account lighting and shadows due to objects being removed, and correctly 
handling the corresponding changes in lighting. 

 Approach       
In this internship we will work with our recent 3D Gaussian Splatting (3DGS) framework [Kerbl23], 
that allows us to reason more intuitively about 3D compared to traditional NeRFs. We will start by 
adapting a method similar to [Weder23,Mirzaei23] to 3DGS. We will first run 3DGS on the 
unaltered scene, and then use one of the modern segmentation tools (eg [Kirillov23]) to segment 
out a given object, developing a multi-view refinement strategy to propagate the mask across 
views. We expect this to work well, but specific regularizations may be required to get the desired 
quality of this step. 
 
Once a reliable multi-view mask is available, we will apply one of the many state of the art single 
view inpainting methods to each of the input views, similar to [Weder23,Mirzaei23], and develop 
a new approach to optimizing a multi-view consistent RF. To take into account shadowing and 
other lighting effects implied from removing the selected object, we will estimate a coarse version 
of the lighting environment (eg using radiance collection methods similar to [Philip21] or using a 
simplified version of [Song19]) and use physically-based rendering methods to identify regions in 
shadow that change with scene editing. It is possible that we will require strong priors on shape 
(e.g., planar surface priors in interior scenes) to perform high-quality inpainting of geometry. If so, 
we will investigate strategies based either on uncertainty estimation of neural fields [Goli23] and/or 
using large-scale ground truth scans [Yeshwanth23]. We will evaluate our results on the readily 
available datasets from [Weder23,Mirzaei23] that contain real scenes with and without objects. 

 
Work environment and requirement 

The internship will take place at Inria Sophia Antipolis in the GRAPHDECO group 
(http://team.inria.fr/graphdeco). Inria will provide a monthly stipend of around 1100 euros for EU 
citizens in their final year of masters, and 400 euros for other candidates. 

Candidates should be passionate about computer graphics and neural rendering methods, and 
preferably have strong programming and mathematical skills as well as knowledge in computer 
graphics, geometry processing and machine learning, with experience in C++, real-time rendering 
techniques, path-tracing (knowledge of mitsuba1/2/3 is a plus), OpenGL and GLSL on the 
graphics side. Some knowledge of machine learning is a plus. 
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