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Figure 1: Neural Radiance Fields have seen immense growth in recent in the last few years. However, there are several different ways to render: volumetric rendering with ray-marching (a), point-based rendering (b) but also signed distance fields (c) (typically restricted to objects) and the different tradeoffs have not been study systematically to determine the best solution for different contexts.

Context and goal

Neural Rendering research has seen an explosion in recent years, especially for Neural Radiance Fields (NeRFs [Mildenhall21]), based on volumetric rendering using ray-marching of a density function. Nonetheless, there are several other possibilities for rendering Neural Radiance Fields [Xie22] namely Signed Distance Fields [Jian20, Vicini22], and Point-Based solutions [Kopanas21,Kopanas22]. The rendering quality achievable by each representation has advanced enormously in an impressively small period of time. However, there is no clear methodology to predict which method is most appropriate for different use cases, depending on the type of scene or the speed/quality tradeoff for rendering.

The goal of this internship is to develop such a methodology, and in addition use the resulting methodology to develop new solutions for the different kinds of neural radiance field rendering approaches, by combining the strengths of each approach in novel ways while avoiding their pitfalls.

Approach

There are several fundamental differences and limitations in the aforementioned rendering approaches: the distinction between continuous (SDF, NeRF) and sampled (Points) representations, the definition of an explicit surface position (SDF, points) vs a "soft density" approach to geometry (NeRF), and the difference between Langrangian (Points) and Eulerian (NeRF) representations of view-dependent effects. We will investigate these differences to
develop a well-founded methodology for choosing the best rendering algorithm for a given use case. In the process of this investigation, we will use the methodology to improve the individual algorithm building on the understanding achieved.

We will first investigate the tradeoffs of different rendering methods depending on scene content, and in particular for the typically hard-to-reconstruct cases of thin structures (vegetation) and reflective/transparent surfaces. We will determine whether specific characteristics of scene content (level of shininess or transparency) affect the choices made and develop a method to identify and categorize these tradeoffs. Using these solutions, we will investigate ways to improve the quality of rendering, e.g., for transparent surfaces and flat surfaces that are suboptimal for the state-of-the-art point-based rendering method [Kopanas22].

Second, we will investigate rendering speed vs quality tradeoffs for these algorithms. Volumetric ray-marching, sphere tracing and alpha-blended point splatting have many similarities, but also several fundamental differences in terms of the ability to fully exploit the capabilities of GPUs. We will systematically categorize these, starting with controlled environments (e.g., scenes with reflections, thin structures etc.) and investigate ways to develop algorithms that can seamlessly and efficiently switch between modes, or even better use the best solution for different parts of a scene if appropriate.

**Work environment and requirement**

The internship will take place at Inria Sophia Antipolis in the GRAPHDECO group (http://team.inria.fr/graphdeco). Inria will provide a monthly stipend of around 1100 euros for EU citizens in their final year of masters, and 400 euros for other candidates.

Candidates should have strong programming and mathematical skills as well as knowledge in computer graphics, geometry processing and machine learning, with experience in C++, OpenGL and GLSL on the graphics side, and pytorch for deep learning.
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