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Introduction

ImportanceBuilding Change Detection (BCD)?

Challenges

Urban expansion

Deforestation

Natural disaster

…

𝑡0 𝑡1 Change map

Differentiate changed and unchanged pixels of buildings

Ignore changes in other objects e.g., roads, vegetation, etc.

Ignore unimportant changes mainly from sensing conditions

NOT ONLY

BUT ALSO
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Related Works

Non-deep methods

Support Vector Machine

Random Forest

Etc.

Strategy-wise

• 3D-CNN to consider time axis : AFCF3D-Net[1]

• Various attention mechanisms  : DMI-Net[2], DUNE-CD[3], 

FHD[4], TINYCD[5]

• Considering geometric of the object : GVA-CD[6]

Etc.

Deep methods

Architecture-wise

• Pure CNN : STANet[7]

• Pure Transformer : ChangeFormer[8]

• Hybrid CNN + Transformer : BIT[9]
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Methodology

The idea

Proposal

1. Gabor encoder : explicitly extract texture features

2. CNN encoder : extract high-level features

3. Feature Conjunction Module to combine features from both encoders

AYANet

Building’s characteristics 

in remote sensing imagery

Repetitive texture

Gabor Filter
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Methodology

Gabor Filter

frequency orientation

Gabor filters modulated in learnable CNN 

filters 

Gabor Orientation Filters[10]

Depthwise Convolution[11]

Integrated 

to CNN

Change the standard convolution 

to have less parameter 

The building block of the 

Gabor encoder (GDConv)
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Methodology

Bigger filter size = wider receptive field. 

Higher computational cost is alleviated 

by the depthwise convolution
4 orientations (horizontal, vertical, 

diagonal)

2 scales which correspond 

to 2 frequencies

Overall ArchitectureGabor encoder

Stacked GDConv at different stage = applying Gabor filters at the 

resized image
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Methodology
Overall Architecture

CNN-based encoder

Feature Conjunction Module

EfficienNet-B7[12]-based 

encoder learns other high-level 

features
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Experimental Validation

LEVIR-CD
WHU-CD

S2Looking
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Experimental Validation

9



Experimental Validation

Ablation Study
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Conclusion

1. Challenge in BCD includes differentiating between changes in 

buildings and changes in other objects

Utilizing the buildings’ distinctive features in RS imagery 

(repetitive texture) → Gabor filters

AYANet: a BCD model with double encoders

AYANet showed promising results when compared with SOTA on 

3 benchmark BCD datasets

2. 

3. 

a. Gabor encoder: Gabor filters modulated in CNN to extract 

buildings’ features

CNN-based encoder: extracting other high-level featuresb. 

4. 
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Thank you

Paper available at

Codes available at https://github.com/Ayana-Inria/AYANet
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