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Overview
I – Introduction: Clustering

II – The model: Statistician point of view

III – Classical algorithms: Single-Linkage 

IV – The heart phenomenon: Percolation

V – Benefits of Hypergraphs

VI – Experiments – Olive oil dataset
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I – Introduction 

Clustering
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I – Introduction 

Clustering

Hierarchical Density-

Based SCAN Algorithm *

→

*      McInnes and Healy “Accelerated hierarchical density based clustering” (2017)
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II – The model 

Our approach: Statistician point of view

What is the underlying structure (= the clusters) ?

➔ The density 𝒇 of point-generation

Suppose that all points are ploted IID w.r.t. to 𝒇
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II – The model 

Our approach: Statistician point of view

What is the underlying structure (= the clusters) ?

➔ The density 𝒇 of point-generation

Goal: identify the « High-Density Clusters »*

* J. Hartigan. Clustering Algorithms (1975)
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High-Density Clusters 𝑯𝒇(𝝆) of level 𝝆 : the connected components of:

𝑯𝒇 𝝆 = 𝒙 ∈ ℝ𝒅 | 𝒇 𝒙 ≥ 𝝆 ⊆ ℝ𝒅

Important !

High-Density Clusters A and B

II – The model 

High density clusters
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High-Density Clusters 𝑯𝒇(𝝆) of level 𝜌 : the connected components of:

𝑯𝒇 𝝆 = 𝒙 ∈ ℝ𝒅 | 𝒇 𝒙 ≥ 𝝆 ⊆ ℝ𝒅

𝝆 = 𝟎. 𝟏𝟗

II – The model 

High density clusters

High-Density Clusters A and B

A

B
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𝑯𝒇 𝝆 ≈ 𝑯෡𝒇 (𝝆)

II – The model… and the problem

First solution: Computing an estimator ෡𝒇 of 𝒇

Problem: discretizing space is exp. in dim(ℝ𝒅)
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II – The model… and the problem

Problem: Computing ෡𝒇 is costly in ℝ𝒅 with large 𝒅

Construct Graphs on the data 

➔ Statistical Analysis on Networks

Typically: Geometric Graphs
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III – Classical algorithms

Old but efficient:

— Single-Linkage 

= Geometric Graphs 

Recent and state-of-the-art:

— (H)DBSCAN

— Persistable*

* A. Rolle and L. Scoccola: “Stable and consistent density-based clustering” (2023)
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Geometric graph with radius

𝒓 ≈ 𝟎. 𝟏𝟒

We almost recover the

High-Density Cluster 

A

and B

III – Single-Linkage ~Geometric Graphs
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* G. Parisi. Statistical Field Theory (1988)

III – Single-Linkage ~Geometric Graphs

Phase transition *

→

Cluster merging phase𝑟 ≈ 0.14X350 G(X350, 0.14)

A B A B



18/12/2024-14

Geometric Graphs ~ Empirical high-densitiy clusters of

1-Nearest Neighbor density estimator:

High-density clusters           Connected components of G

IV – Why does it work?
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➔ Single-Linkage is consistent in ℝ !!!  

The « cut » between the two clusters, 

containing A or B

➔ But Single-Linkage is not

consistent in ℝ𝑑 for 𝑑 ≥ 2 …  

IV – Why does it work in ℝ?
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➔ Single-Linkage is not consistent in ℝ𝑑 for 𝑑 ≥ 2 … !!!  

Discrete Site-Percolation on ℤ2

IV – Why does it not work in ℝ𝒅? (𝒅 ≥ 𝟐)
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Percolation occurs on 𝑨 and 𝑩

IV – Why does it not work in ℝ𝒅? (𝒅 ≥ 𝟐)
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Percolation occurs everywhere…

➔ The two clusters merge before having recovered A and B entirely… 

IV – Why does it not work in ℝ𝒅? (𝒅 ≥ 𝟐)



18/12/2024-19

Model : the 𝒙𝟏, … , 𝒙𝒏 IID plotted

uniformally on 𝟎 ; 𝟏 𝟐.

→ Poisson Point Process 𝜆 ← 1

Two sub-cases : there exists a critical value 𝒓𝒄 ≈ 𝟏. 𝟐:
• If 𝑟 < 𝑟𝑐, no great component (of size Θ(log 𝑛 ))
• If 𝑟 > 𝑟𝑐, one giant component (of size Θ(𝑛))

Geometric Graphs / greatest component
𝑟 < 𝑟𝑐 𝑟 = 𝑟𝑐 𝑟 > 𝑟𝑐

Percolation = giant component

→ Very fast phenomenon

* M. Penrose. Random Geometric Graphs (2003)

IV – The Percolation *
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➔ Single-Linkage works in ℝ1 … because there is no percolation

➔ S.-L. does not work perfectly in ℝ𝑑 … because there is percolation

IV – Why does it not work in ℝ𝒅? (𝒅 ≥ 𝟐)

Defeat on this battle… but war is not lost!
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➔ Single-Linkage works in ℝ1 … because there is no percolation

➔ S.-L. does not work perfectly in ℝ𝑑 … because there is percolation

IV – Percolation: a conclusion

Studying the percolation phenomenon:

➔ A fraction of high-density clusters is recoverable…

➔Which fraction? Define the Percolation rate *, **

Compare performance of 

clustering algo.

*             LH + KA + JZ, “Graph Based Approach for Galaxy Filament Extraction”. Complex Networks (2023)

**           Work to be submitted to SIAM Journal on Mathematics of Data Science
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V – Hypergraphs… for K-high-density clusters

HDC of 1-NN    Graph Connected Components

We would like K-NN to gain in robustness
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➔Weakness of RSL (or DBSCAN)

The 3-high-density clusters of level 𝒓 Dendrogram of 3-NN density estimator

V – Hypergraphs… for K-high-density clusters

→
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V – K-high-density clusters ~ Hypergraphs

HDC of 1-NN    Graph Connected Components

HDC of K-NN Hypergraph Connect. Comp. *

* Work submitted (and accepted) to EUSIPCO



18/12/2024-25

Polyhedra on a hypergraphA hypergraph

V – Hypergraphs, Polyhedra
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VI – Experiments – Olive Italian Oil Dataset *

*    M. Forina, C. Armanino, S. Lanteri, and E. Tiscornia: 

“Classification of olive oils from their fatty acid composition” (1983)

** S. Scaldelai, L.  Matioli and M. Kleina: (2022)

“Multiclusterkde: A new algorithm for clustering based on multivariate kernel density estimation”

*** A. Rolle and L. Scoccola: “Stable and consistent density-based clustering” (2023)

572 samples of oil composition 

(vectors in ℝ𝟖)

Fatty acids: Palmitic, Palmitoleic, 

Stearic, Oleic, Linoleic, Linolenic, 

Arachidic, Eicosenoic

Can we recover the 

geographic clusters given

only the fatty acids ?
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VI – Experiments – Olive Italian Oil Dataset
Geometric graph: Only the 3 macro-areas
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VII – Experiments – Olive Italian Oil Dataset
Geometric graph: Only the 3 macro-areas

Polyhedra: 8/9 smaller clusters
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VII – Experiments – Olive Italian Oil Dataset

Confusion Matrix: Persistable vs Polyhedra
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