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Objectives

This internship is proposed in the context of the OpenKinoAI project [1] where the goal is to automatically create movies from recordings of live performances, with applications to the preservation of the intangible cultural heritage of theater, opera and dance. In this internship, we would like to propose deep learning methods for generating high quality dynamic cinematographic footage from static camera recordings.

Goals

Our current approach is based on automatic reframing of a moving frame inside the static frame of a ultra high definition video [2]. We are encountering two bottle necks in this process. Firstly, the range of video magnification that can be achieved using traditional video interpolation is limited and does not allow to reveal the faces of actors in closeups. Secondly, controlling the aperture and focus of the camera is difficult during live performances due to the large depth of the stage and wildly varying lighting conditions.

Solution

Drawing on the recent success of deep learning methods in computational photography, we would like to train deep neural networks from pairs of high dynamic range (HDR) videos acquired with wide angle and telephoto lenses on the same scene. We will build a suitable dataset of video pairs with increasing zoom factors for training and testing a generative network to achieve the required resolution and dynamic range. We will implement state of the art methods in super resolution and dynamic range adaptation [3,4,5] and provide an extensive subjective evaluation of their merits and limitations for the case of live performances. We will propose directions for future work.
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