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Abstract

In this course, we study models describing free surface complex flows in the context of natural hazards,
oceanography and marine energies. The models encountered in this domain are mainly hyperbolic
systems or at least with hyperbolic features.

The objectives of the course are threefold

• to present a rigorous derivation process of models in fluid mechanics,

• to describe typical analysis techniques for hyperbolic systems,

• to build numerical schemes for the approximation of the considered systems.

The document is organized as follows. First, starting from the free surface incompressible Navier-
Stokes equations, we give a rigourous derivation of the most popular model for geophysical flows i.e.
the Saint-Venant system. Then we study its main properties. The numerical techniques allowing to
discretize the Saint-Venant system are then presented. A special emphasis is given to the treatment
of the source terms (topography, friction,. . . ). In the last part of the document we present more com-
plex models where unfortunately few rigourous results are available. In such situations, we propose
guidelines for the analysis and the discretization of the systems.

WARNING This document present several aspects of modelling in fluid mechanics that will be
tackled during the course. The course mainly focus on chapters II and IV of this document.
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1 Presentation

The modeling, the analysis and the simulation of geophysical flows are complex and challenging topics
and these issues have been given an extensive coverage in applied research and engineering.

Among all the aspects of geosciences, we mainly focus on gravity driven flows arising in many
situations as

• hazardous flows (flooding, rogue waves, landslides. . . ),

• oceanography (long term simulations, impact of climate change. . . )

• sustainable energies (hydrodynamics-biology coupling, biofuel production, marine energies. . . ),

• risk management and land-use planning (morphodynamic evolutions, early warning systems. . . )

As suggested by the preceding list, this is an extensive field. For these multi-scale and multi-physics
systems, the difficulty is often to isolate a reduced-size problem for which mathematical modeling and
simulation can bring significant benefits.

There exists a strong demand from scientists and engineers for models and numerical tools able to
simulate not only the water depth and the velocity field but also the distribution and evolution of external
quantities such as pollutants or biological species and the interaction between flows and structures
(seashores, erosion processes. . . ). One of the key point of the researches is to answer this demand by
the development of efficient, robust and validated models and numerical tools.

Models and numerical tools resulting from these researches are useful for the analysis of past
events, for the understanding of complex phenomena and for risk management. . .

1.1 Motivations and context

The geophysical flows studied here are free surface flows and the fluid considered, usually water, can
be considered as incompressible (even if the density variations of water is a key point in oceanography
e.g. thermohaline stratification). But because of the free surface, we will see that the encountered
models share common points with compressible fluids.

The modeling, the analysis and the simulation of free surface flows are complex and challenging
topics and this issue has been given extensive coverage in applied research and engineering. The
difficulties arising in geophysics are threefold:

• The models and equations encountered in fluid mechanics (typically the Navier-Stokes equations)
are complex to analyse and solve.

• This first feature is reinforced by the fact that the considered phenomena often take place over
large domains and time periods e.g. coastal erosion, elevation of temperature in oceans, propa-
gation of a tsunami,. . .

• Last but not least, these problems are multiphysics with strong couplings and nonlinearities.

Efficient models and numerical tools are necessary to tackle these problems. Notice that the objective
of the continuous and discrete models is not only to represent known events but to be predictive. This
means they should have a wide range of validity.

Geophysical flows are often described by conservation laws and characterized by

◦ non smooth solutions (shock waves, dam break) to capture,

◦ drying and flooding leading to topological modifications of the fluid domain.

Since the above mentioned difficulties can hardly be satisfied using finite elements type discretizations,
finite volume schemes [59, 24, 85, 62] are often used for their numerical approximation.
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1.2 Models of reduced complexity

The difficulties coming from the discretization and the simulation of the Navier-Stokes equations and
also from the scales – in space and time – of the considered problems in geophysics encourage to look
for models of reduced complexity but able to represent complex flows.

The Saint-Venant system [17] is a well known and efficient approximation of the Navier-Stokes
system for Shallow Water flows. For a large class of problems (dam break, flooding, debris flow) the
Saint-Venant system is a very good approximation of the Navier-Stokes system [126, 57, 98, 55, 28].
For decades, it has been the cornerstone of river hydrodynamics studies. Even if the Saint-Venant
system is widely used, its discretization remains tricky and this is an important part of this course.

The derivation of the Saint-Venant system from the Navier-Stokes equations is based on two main
approximations – valid because of the Shallow Water assumption – namely

• the pressure is hydrostatic or equivalently the vertical acceleration of the fluid can be neglected
compared to the gravitational effects,

• the horizontal fluid velocity is well approximated by its vertical mean.

The Saint-Venant system is able to tackle a wide range of physical problems but considering density-
stratified flows or flows with large friction coefficients, with significant water depth, with complex
rheology, the two preceding approximations become questionable. So in the last chapter of this doc-
ument, we present models of minimal complexity – especially at the computational point of view –
adapted to flows where these two assumptions are no more valid. Of course these new models mean
more accurate approximations of the Navier-Stokes system but also more sophisticated models than the
Saint-Venant system.

1.3 Need for efficient numerical techniques

Because of the free surface, the models considered in this course and approximating the Navier-Stokes
equations often have the form of conservation laws with source terms and exhibit hyperbolic features.
Finite volume techniques are mostly used for their discretization but the numerical approximation of
the proposed models is not in the scope of this course.

Notice when starting from a model that has not been derived using a rigorous process or that does
not satisfy any stability property such as entropy inequality it is, of course, not possible to derive an
efficient numerical technique for its discretization.

In numerical analysis of PDEs, the stability properties of a scheme are often examined or proved
when the discretization in space ∆x and the discretization in time δ t tend to 0. Unfortunately, in
oceanography, the considered scales in space and time require to work with rather coarse meshes. And
hence, the derivation of efficient numerical schemes with ∆x,∆t = O5(1) is a big challenge.

2 Eulerian/lagrangian description

There are two ways to describe fluid flows

• The Lagrangian description is one in which individual fluid particles are tracked, it consists in
following each fluid particle along its displacement in the fluid domain.

In the Lagrangian description of a fluid flow, individual fluid particles are “marked” and their
positions, velocities, . . . are described as a function of time. The physical laws, such as Newton’s
laws and conservation of mass and energy, apply directly to each particle. If there were only a few
particles to consider, as in a high school physics experiment with billiard balls, the Lagrangian
description would be desirable. However, fluid flow is a continuum phenomenon, at least down
to the molecular level. It is not possible to track each “particle” in a complex flow field. Thus,
the Lagrangian description is rarely used in fluid mechanics.
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• In the Eulerian description, a control volume is defined, within which fluid flow properties of
interest are expressed as fields.

In the Eulerian description, individual fluid particles are not identified. Instead, a control volume
is defined, pressure, velocity, acceleration, and all other flow properties are described as fields
within the control volume. In other words, each property is expressed as a function of space
and time. In the Eulerian description of fluid flow, one is not concerned about the location or
velocity of any particular particle, but rather about the velocity, acceleration, . . . of whatever
particle happens to be at a particular location of interest at a particular time. Since fluid flow is a
continuum phenomenon, the Eulerian description is usually preferred in fluid mechanics. Note,
however, that the physical laws such as Newton’s laws and the laws of conservation of mass
and energy apply directly to particles in a Lagrangian description. Hence, some translation or
reformulation of these laws is required for use with an Eulerian description.

Hence, the model and equations presented all along this document are written using the eulerian de-
scription.

The correlation between these two descriptions can be illustrated as follows. Let us consider
an Eulerian velocity field u = u(x,y,z, t) ∈ R3, then the Lagrangian trajectory of a particle M(t) =
(x(t),y(t),z(t))T ∈R3 in the fluid is defined by

dM
dt

= u(M(t), t). (I.1)

Starting from the Eulerian description u = u(x,y,z, t), one can recover the Lagrangian description by
solving the ordinary differential equation (I.1). The flow of the trajectories is the function

ϕt : R3 −→R3

M(t0) 7→M(t)

The calculus of derivation in the Lagrangian/Eulerian approach are related by the following for-
mula. For any scalar quantity f we have

f̂ =
D f
Dt

=
d
dt

f (M(t), t) =
∂ f
∂ t

+u.∇ f ,

with the notation

∇ f =


∂ f
∂x
∂ f
∂y
∂ f
∂ z

 .

The quantity
D f
Dt

,

is denoted the particle derivative of f or the material derivative.

3 The incompressible Navier-Stokes system

When dealing with free surface geophysical flows, the assumption of shallow water or shallow layer is
often helpful, unfortunately these assumptions can hardly be justified using the Euler system. For this
reason, we start from the Navier-Stokes equations and the Euler system will be obtained as the limit of
the Navier-Stokes system when the viscosity and bottom friction vanish.
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3.1 The Navier-Stokes equations

The Navier-Stokes equations restricted to two dimensions have the following general formulation

∂u
∂x

+
∂w
∂ z

= 0, (I.2)

ρ0

(
∂u
∂ t

+u
∂u
∂x

+w
∂u
∂ z

)
+

∂ p
∂x

=
∂σxx

∂x
+

∂σxz

∂ z
, (I.3)

ρ0

(
∂w
∂ t

+u
∂w
∂x

+w
∂w
∂ z

)
+

∂ p
∂ z

=−ρ0g+
∂σzx

∂x
+

∂σzz

∂ z
, (I.4)

where ρ0 is the fluid density – supposed constant here – and the z axis represents the vertical direction.
We consider this system for

t > t0, x ∈R, zb(x, t)6 z6 η(x, t),

where η(x, t) represents the free surface elevation, u = (u,w)T is the fluid velocity with u (resp. w)
the horizontal (resp. vertical) component, g is the gravity constant and p the fluid pressure. The water
depth is H = η − zb, see Fig. I.1. We consider the bathymetry zb can vary with respect to abscissa
x and also with respect to time t. The system (I.2)-(I.4) will be completed by boundary conditions
(paragraph 3.2) and initial conditions.

The chosen form of the viscosity tensor σ is symetric

σxx = 2µ
∂u
∂x

, σxz = µ
(∂u

∂ z
+

∂w
∂x

)
, (I.5)

σzz = 2µ
∂w
∂ z

, σzx = µ
(∂u

∂ z
+

∂w
∂x

)
, (I.6)

with µ the viscosity that is supposed constant. For a more general form of the viscosity tensor, see
Ref. [51, 87]. We define the total stress tensor σT

σT =−pId +σ .

u(x,z, t)≈ u(x, t)

x

z

Free surface

zb(x, t)

H(x, t)

Bottom

0
η(x, t)

Figure I.1: Notations: water depth H(x, t), free surface η(x, t) and bottom zb(x, t).

As in Ref. [57], we introduce the indicator function for the fluid region

ϕ(x,z, t) =
{

1 for zb 6 z6 η ,
0 otherwise.

(I.7)

The fluid region is advected by the flow, which can be expressed, thanks to the incompressibility con-
dition, by the relation

∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z

= 0. (I.8)
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The solution ϕ of this equation takes the values 0 and 1 only but it may not be of the form (I.7) for
all times. The analysis below is limited to the conditions where this form is preserved. For a more
complete presentation of the Navier-Stokes system and its closure, the reader can refer to Ref. [89].
Notice that in the fluid domain, equation (I.8) reduces to the divergence free condition whereas accross
the upper and lower boundaries it is equivalent to the kinematic boundary conditions defined in the
following.

3.2 Boundary conditions

The system (I.2)-(I.4) is completed with boundary conditions. The outward and upward unit normals
to the free surface ns and to the bottom nb are given by

ns =
1√

1+
(

∂η

∂x

)2

(
− ∂η

∂x
1

)
, nb =

1√
1+
(

∂ zb
∂x

)2

(
− ∂ zb

∂x
1

)
≡
(
−sb
cb

)
,

respectively. We use here the same definition for sb(x) and cb(x) as in [28], cb(x) > 0 is the cosine of
the angle between nb and the vertical.

3.2.1 At the free surface

Classically at the free surface we have the kinematic boundary condition

∂η

∂ t
+us

∂η

∂x
−ws = 0, (I.9)

where the subscript s denotes the value of the considered quantity at the free surface. The dynamical
condition at the free surface takes into account the equilibrium with the atmospheric pressure. Consid-
ering the air viscosity is negligible, the continuity of stresses at the free boundary imposes

σT ns =−pa(x,η(x, t), t)ns, (I.10)

where pa = pa(x,z, t) is a given function corresponding to the atmospheric pressure.

3.2.2 At the bottom

Since we consider the bottom can vary with respect to time t, the kinematic boundary condition is

∂ zb

∂ t
+ub

∂ zb

∂x
−wb = 0, (I.11)

where the subscript b denotes the value of the considered quantity at the bottom and (x, t) 7→ zb(x, t) is
a given function. Notice that we shall consider

∂ zb

∂ t
= 0, (I.12)

and therefore Eq. (I.11) reduces to a classical no-penetration condition

ub.nb = 0. (I.13)

For the stresses at the bottom we consider a wall law under the form

σT nb− (nb.σT nb)nb = κub. (I.14)

If κ = κ(ub,H) is a positive constant then we recover a Navier friction condition as in [57]. For
tb = (cb,sb)

t , using (I.13) we have

tb.σT nb = κcbub = κ

√
1+
(∂ zb

∂x

)2ub. (I.15)

When the slope of the bottom is small, relation (I.15) writes

tb.σT nb = κub. (I.16)
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3.3 Initial conditions

For the variables u, w, H and zb initial conditions have to be prescribed.

3.4 Non negativity of the pressure

We also suppose in each point of the fluid region – including at the bottom – we have

p− pa > 0.

The analysis below is restricted to this situation. Notice that in the case of hydrostatic Euler or Navier-
Stokes equations (see paragraph 1.1, page 20) since we have

p− pa = ρ0g(η− z),

this assumption reduces to the non-negativity of the water height H. Notice also that p− pa < 0 means
vaccum appears. Such a situation is not realistic for geophysical flows.

3.5 The incompressible Euler system

When the viscous and friction terms can be neglected, the Navier-Stokes system (I.2)-(I.4) can be
replaced by the Euler system

∂u
∂x

+
∂w
∂ z

= 0, (I.17)

ρ0

(
∂u
∂ t

+u
∂u
∂x

+w
∂u
∂ z

)
+

∂ p
∂x

= 0, (I.18)

ρ0

(
∂w
∂ t

+u
∂w
∂x

+w
∂w
∂ z

)
+

∂ p
∂ z

=−ρ0g, (I.19)

that is also completed with initial and boundary conditions. described in paragraphs 3.2 and 3.3. Of
course, for the Euler system only the kinematic boundary conditions (I.9) and (I.11) are necessary and
the dynamical boundary condition (I.10) reduces to

p|s = 0. (I.20)

We recall the fondamental stability property related to the fact that the Euler system admits an
energy

E = ρ0
u2 +w2

2
+ρ0gz, (I.21)

leading to the following equation

∂

∂ t

ˆ
η

zb

(E + pa) dz+
∂

∂x

ˆ
η

zb

u
(
E + p

)
dz = H

∂ pa

∂ t
+( p|b− pa)

∂ zb

∂ t
, (I.22)

where p|b denotes the value at the bottom i.e. p|b = p(x,zb(x), t).

Remark 1. Do not mix up the compressible and incompressible Euler system. Geophysical fluids such
as water are usually incompressible BUT because of the free surface, the models used in practice
(see the following paragraphs) share common features with models encountered in compressible fluid
mechanics (gaz dynamics).
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4 Origins of the Euler equation

Let us consider a fluid with density ρ(x,y,z, t). A particle located in (x,y,z) at time t will have at time
t +dt the position

(x+udt,y+ vdt,z+wdt).

The variation of density will be

dρ = ρ(x+udt,y+ vdt,z+wdt, t +dt)−ρ(x,y,z, t) =
∂ρ

∂x
udt +

∂ρ

∂y
vdt +

∂ρ

∂ z
wdt +

∂ρ

∂ t
dt. (I.23)

And hence, considering the fluid density does not vary w.r.t. time t i.e. dρ = 0 leads to

∂ρ

∂ t
+u

∂ρ

∂x
+ v

∂ρ

∂y
+w

∂ρ

∂ z
= 0. (I.24)

Now let V be a volume of fluid with surface S. The mass contained in V is defined by

m =

˚
V

ρdv,

and the mass flux leaving V is defined by‹
S

ρu.ds =
‹

S
ρ (udsx + vdsy +wdsz) .

In absence of source or sink, the mass conservation within V reads

dm
dt

=

˚
V

∂ρ

∂ t
dv+

‹
S

ρu.ds = 0,

and using the Green-Ostrogradsky formula‹
S

ρu.ds =
˚

V
div(ρu)dv,

we obtain the local mass conservation equation

∂ρ

∂ t
+

∂ (ρu)
∂x

+
∂ (ρv)

∂y
+

∂ (ρw)
∂ z

= 0. (I.25)

Considering ρ = ρ0 = cst, the preceding relation gives the divergence free condition

∂u
∂x

+
∂v
∂y

+
∂w
∂ z

= 0. (I.26)

As in (I.23), a variation of velocity will be

du = u(x+udt,y+ vdt,z+wdt)−u(x,y,z, t) =
∂u
∂x

udt +
∂u
∂y

vdt +
∂u
∂ z

wdt +
∂u
∂ t

dt,

leading to the following expression for the material acceleration

a =
∂u
∂ t

+u
∂u
∂x

+ v
∂u
∂y

+w
∂u
∂ z

. (I.27)

Applying the fundamental law of dynamics we obtain

ρa−div(σT ) = g, (I.28)

where g is the external forcing due to the gravity effects and σT is the total stress tensor with

σT =−pId +σ .

In case of the “perfect fluid”, one has σ = 0. Finally, when ρ = ρ0 = cst, Eqs (I.26) and (I.28) give the
incompressible Euler system.
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5 Models for compressible fluids

Compressible flow (gas dynamics) is the branch of fluid mechanics that deals with flows having signif-
icant changes in fluid density. Gases, but not the liquids considerred here, display such behavior.

The study of gas dynamics is often associated with the flight of modern high-speed aircraft and
atmospheric reentry of space-exploration vehicles; however, its origins lie with a simpler machine. At
the beginning of the 19th century, investigation into the behavior of fired bullets led to improvement in
the accuracy and capabilities of guns and artillery. As the century progressed, inventors such as Gustaf
de Laval advanced the field, while researchers such as Ernst Mach sought to understand the physical
phenomenon involved through experimentation.

As mentioned above, on the contrary of gases, fluids are usually incompressible. But in geo-
sciences, we will see that some media such as granular materials, multi-phase flows behave as com-
pressible fluids.

The Euler equation for compressible gas dynamics is formed by the complete equation for conser-
vation of mass, momentum and energy

∂ρ

∂x
+

∂ (ρu)
∂x

+
∂ (ρw)

∂ z
= 0, (I.29)

∂ (ρu)
∂ t

+
∂ (ρu2)

∂x
+

∂ (ρuw)
∂ z

+
∂ p
∂x

= 0, (I.30)

∂ (ρw)
∂ t

+
∂ (ρuw)

∂x
+

∂ (ρw2)

∂ z
+

∂ p
∂ z

= 0, (I.31)

∂E
∂ t

+
∂u(E + p)

∂x
+

∂w(E + p)
∂ z

= 0, (I.32)

where the pressure law p(ρ,e) is given (for polytropic gas) by

p = (γ−1)ρe,

with 16 γ 6 3 and

E =
1
2

ρ(u2 +w2)+ρe,

is the total energy (kinetic energy + internal energy). The system (I.29)-(I.32) is a non-linear hyperbolic
system which structure has been widely studied, see [24, 60].

6 Multi-phase flows

In practice and especially in geosciences, the fluid can be a mixture of several liquids, several species,
several phases. A typical case is a landslide, in such a case the fluid may contain water, rock, sand. In
other situations the fluid only contain a liquid but whose density can vary e.g. the water density is a
function of temperature, salinity and in oceans the flows are stratified with respect to the fluid density.

When trying to model multi-phase flows, the first approcah consists in coupling models describing
the behavior of each phase. This means we are able to define the interfaces of each phase and to
calculate the interaction between them. Due to the scales of the considered phenomena, it is hardly
possible. A simpler approach is to consider the fluid as a mixture and to derive equations governing the
motion of only the mixture and not the distinct phases.

6.1 A typical two-phase model

More precisely, a two-phase fluid – each phase being immiscible and incompressible – with denstities
and velocities (ρi,ui), i = 1,2 can be modeled by two conservation mass equations

∂ρ1ϕ

∂ t
+

∂ (ρ1ϕu1)

∂x
+

∂ (ρ1ϕw1)

∂ z
= 0,

∂ρ2(1−ϕ)

∂x
+

∂ (ρ2(1−ϕ)u2)

∂x
+

∂ (ρ2(1−ϕ)w2)

∂ z
= 0,
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where ϕ is the volumic fraction of the first component in the mixture. completed with momentum
equations

∂ (ρ1ϕu1)

∂ t
+(u1.∇)(ρ1ϕu1)+∇.σ2,1 = ρ1ϕg,

and
∂ρ2(1−ϕ)u2

∂ t
+(u2.∇)(ρ2(1−ϕ)u2)+∇.σ1,2 = ρ2(1−ϕ)g.

The quantities σ1,2 and σ2,1 denotes the stress tensor depending on the interaction between the two
fluids. The definition σ1,2 and σ2,1 is often a very complex problem. In general, the system has to be
completed with a closure relation adding a constraint on the two phases dynamics

F(ϕ,σ1,2,σ2,1) = 0,

and ensuring the thermo-mechanical compatibility.

6.2 The Navier-Stokes system with variable density

In many situations such as lakes and estuarine waters, the geophysical water flows typically exhibit a
significant density stratification related to vertical variations of temperature and chemical composition.
In these water bodies effects related to small density gradients may strongly affect the hydrodynamics.
Density stratification processes are therefore often important in environmental flows, and in particular
they are a key feature in the biogeochemical mechanisms occurring in natural aquatic systems.

With the same notations as in paragraph 3.1, the system has the form:

∂ρ

∂ t
+

∂ρu
∂x

+
∂ρw
∂ z

= 0, (I.33)

∂ρu
∂ t

+
∂ρu2

∂x
+

∂ρuw
∂ z

+
∂ p
∂x

=
∂σxx

∂x
+

∂σxz

∂ z
, (I.34)

∂ρw
∂ t

+
∂ρuw

∂x
+

∂ρw2

∂ z
+

∂ p
∂ z

=−ρg+
∂σzx

∂x
+

∂σzz

∂ z
. (I.35)

The fluid density ρ(x, t) is assumed to depend on the spatial and temporal distribution of a given tracer
T (x, t), namely

ρ = ρ(T ), (I.36)

and T is governed by a transport-diffusion equation

∂ρT
∂ t

+
∂ρuT

∂x
+

∂ρwT
∂ z

= µT
∂ 2T
∂x2 +µT

∂ 2T
∂ z2 , (I.37)

where µT is the tracer diffusivity.
Notice that assuming µT = 0 – that is not fully relevant in the situations we considered – Eqs. (I.33), (I.36)

and (I.37) leads to the divergence free condition [EX]

∂u
∂x

+
∂w
∂ z

= 0.

7 Fluid with complex rheology

In continuum mechanics, a Newtonian fluid is a fluid in which the viscous stresses arising from its
flow, at every point, are linearly proportional to the local strain rate, the constant of proportionality
being the viscosity coefficient. This corresponds to the definitions (I.5)-(I.6). In other words,we say
that the forces are proportional to the rates of change of the fluid’s velocity vector as one moves away
from the point in question in various directions. If the fluid is also isotropic (that is, its mechanical
properties are the same along any direction), the viscosity tensor reduces to two real coefficients –
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Lamé coefficients – describing the fluid’s resistance to continuous shear deformation and continuous
compression or expansion, respectively.

Newtonian fluids are the simplest mathematical models of fluids that account for viscosity. While
no real fluid fits the definition perfectly, many common liquids and gases, such as water and air, can be
assumed to be Newtonian for practical calculations under ordinary conditions.

Obviously a non-Newtonian fluid is a fluid that does not follow the previous definition. In a non-
Newtonian fluid, the relation between the shear stress and the shear rate is not linear and can even be
time-dependent (Time Dependent Viscosity). Although the concept of viscosity is commonly used in
fluid mechanics to characterize the shear properties of a fluid, it can be inadequate to describe non-
Newtonian fluids. They are best studied through several other rheological properties that relate stress
and strain rate tensors under many different flow conditions–such as oscillatory shear or extensional
flow–which are measured using different devices or rheometers. The properties are better studied using
tensor-valued constitutive equations, which are common in the field of continuum mechanics. Ketchup,
toothpaste, paint, blood, and shampoo are typical non-Newtonian fluids.

A number of geophysical flows involve rapid gravity-driven mass movements of solid particles
within a fluid. Typical examples include snow avalanches, debris flows, lava flows, and submarine
avalanches. These flows usually take the appearance of viscous fluids flowing down a slope but the
rheology within these fluids cannot be modeled by a Newtonian fluid. Indeed, the interaction between
the fluid and the solid particles it contains is very difficult to describe and leads to complex constitutive
laws with viscosity, plasticity, hysteresis. . . .

There are many occurences of free-surface non-Newtonian flows over an inclined topography in
nature, for instance geophysical flows: mud flows, landslides, debris avalanches. . . Their mathematical
prediction is important, typically for safety reasons in connection with land use planning in the case of
geophysical flows. But their modelling is still difficult, as one can conclude from the continuing intense
activity in that area (see the reviews [4, 47] e.g. plus the numerous references cited therein.

We describe hereafter some well-known constitutive law for non-Newtonian fluids.

7.1 The Mohr-Coulomb criterion

In the case of a visco-plastic behavior, the flow only begins when the stress is greater than a threshold
called the yield stress. The most famous example is the Mohr-Coulomb criterion.

The Mohr-Coulomb [46] failure criterion represents the linear envelope that is obtained from a plot
of the shear strength of a material versus the applied normal stress. This relation is expressed as

σT = σN tan(ϕ)+ c, (I.38)

where σT is the shear strength, σN is the normal stress, c is the intercept of the failure envelope with
the σT axis, and ϕ is the slope of the failure envelope. The quantity c is often called the cohesion and
the angle ϕ is called the angle of internal friction.

7.2 The Drucker-Prager criterion

The Drucker-Prager yield criterion [54] is a pressure-dependent model for determining whether a ma-
terial has failed or undergone plastic yielding. The criterion was introduced to deal with the plastic
deformation of soils. It and its many variants have been applied to rock, concrete, polymers, foams,
and other pressure-dependent materials.

This criterion generalizes the Mohr-Coulomb criterion and has a more regular mathematical for-
mulation than (I.38). Several formulation are available, we propose the following one{

σ = σv +κ
σv
‖σv‖ if ‖σv‖ 6= 0,

‖σ‖6 κ else
(I.39)
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where σv corresponds to the viscous effects i.e. in 2d

σv,xx = 2µ
∂u
∂x

, σv,xz = µ
(∂u

∂ z
+

∂w
∂x

)
,

σv,zz = 2µ
∂w
∂ z

, σv,zx = µ
(∂u

∂ z
+

∂w
∂x

)
,

with µ the viscosity that is supposed constant. The plasticity coefficient κ is related to the pressure
thought the relation

κ =
√

2λ [p]+,

where λ is a friction coefficient and [p]+ is the positive part of the pressure.
Notice that replacing κ by a simple constant coefficient leads to the Bingham law [19].

7.3 Herschel-Bulkley fluid

The Herschel-Bulkley fluid [72, 120] is a generalized model of a non-Newtonian fluid, in which the
strain experienced by the fluid is related to the stress in a complicated, non-linear way. The viscous
stress tensor is given, in the usual way, as a viscosity, multiplied by the rate-of-strain tensor σv defined
in (I.40) but in contrast to the Newtonian fluid, the viscosity is itself a function of the strain tensor. This
is constituted through the formula [3]

µ =

{
µ0, Π6Π0

kΠn−1 +σ0Π−1, Π>Π0
,

where Π is the second invariant of the rate-of-strain tensor

Π =

√
1
2
((trΣv)2− tr(ΣvΣv)),

with σv = 2µΣv.
If n = 1 and σ0 = 0, this model reduces to the Newtonian fluid. If n < 1 the fluid is shear-thinning,

while n > 1 produces a shear-thickening fluid. The limiting viscosity µ0 is chosen such that µ0 =
kΠ

n−1
0 +σ0Π

−1
0 . A large limiting viscosity means that the fluid will only flow in response to a large

applied force. This feature captures the Bingham-type behaviour of the fluid.
This equation is also commonly written as

σ = σ0 +Kγ
n,

where σ is the shear stress, γ the shear rate, σ0 the yield stress, and K and n are regarded as model
factors.

17



Chapter II

The Saint-Venant system - Derivation and
properties
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In this chapter, we first present the shallow water assumption that is the corner stone of the modeling
of geophysical flows. Then we derive the Saint-Venant system including viscosity and friction effects.
Finally, we give the main properties – at the continuous level – of the Saint-Venant system.

1 The shallow water approximation

Let us introduce the quantities

• h and λ , two characteristic dimensions along the z and x axis respectively,

• C =
√

gh the typical horizontal wave speed.

We also define the small parameter

ε =
h
λ
, (II.1)

and we assume ε � 1. Notice that such an assumption is valid for rivers, lakes or coastal flows.
The objective is now, departing from the Navier-Stokes equations (I.2)-(I.4) and using the assump-

tion of shallow water flows, to obtain an error estimate for the quantities

u−u, and u2−u2,

where the vertical average A of a given quantity A is defined by

A =
1
H

ˆ
η

zb

A dz. (II.2)

For that purpose, the equations (I.2)-(I.4),(I.9),(I.10),(I.11) and (I.14) will be rescaled using character-
istic quantities.

More precisely, we introduce : T = λ/C for time, W = h/T = εC for the vertical velocity, U =
λ/T = C, for the horizontal velocity and P = C2 for the pressure. This leads to the following dimen-
sionless quantities

x̃ =
x
λ
, z̃ =

z
h
, η̃ =

η

h
, t̃ =

t
T
,

p̃ =
p
P
, p̃a =

pa

P
. ũ =

u
U
, and w̃ =

w
W

.

We denote the inverse of the Reynolds number

ν̃ =
µ

Uλ
,

the inverse of the square of the Froude number

g̃ =
gh
U2 ,

and the rescaled bottom friction coefficient

κ̃ =
κ

U
.

Using the divergence free condition, after rescaling and dropping the ,̃ the dimensionless 2D Navier-
Stokes equations (I.2)-(I.4) reads

∂u
∂x

+
∂w
∂ z

= 0, (II.3)

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x

=
∂

∂x

(
2ν

∂u
∂x

)
+

∂

∂ z

(
ν

ε2
∂u
∂ z

+ν
∂w
∂x

)
, (II.4)

ε
2
(

∂w
∂ t

+
∂uw
∂x

+
∂w2

∂ z

)
+

∂ p
∂ z

=−1+
∂

∂x

(
ν

∂u
∂ z

+ ε
2
ν

∂w
∂x

)
+

∂

∂ z

(
2ν

∂w
∂ z

)
. (II.5)
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The system (II.3)-(II.5) is completed with the boundary conditions presented in paragraph 3.2 and
applied to the dimensionless system. On the free surface, the two no stress conditions (I.10) read

ν

ε

(
∂u
∂ z

∣∣∣∣
s
+ ε

2 ∂w
∂x

∣∣∣∣
s

)
− ε

∂η

∂x

(
2ν

∂u
∂x

∣∣∣∣
s
− ps

)
= 0, (II.6)

2ν
∂w
∂ z

∣∣∣∣
s
− ps− εν

∂η

∂x

(
∂u
∂ z

∣∣∣∣
s
+ ε

2 ∂w
∂x

∣∣∣∣
s

)
= 0, (II.7)

and the kinematic boundary condition (I.9) is not modified. On the bottom the Navier condition (I.16)
reads

ν

ε

(
ε

2 ∂w
∂x

∣∣∣∣
b
+

∂u
∂ z

∣∣∣∣
b

)
− ε

∂ zb

∂x

(
2ν

∂u
∂x

∣∣∣∣
b
− pb

)

+ε
∂ zb

∂x

(
2ν

∂w
∂ z

∣∣∣∣
b
− pb− ν

∂ zb

∂x

(
∂u
∂ z

∣∣∣∣
b
+ ε

2 ∂w
∂x

∣∣∣∣
b

))
= κ

(
1+ ε

2
(

∂ zb

∂x

)2
)3/2

ub,

or
ν

ε

∂u
∂ z

∣∣∣∣
b
= κub +O(ε). (II.8)

and the no penetration condition at the bottom (I.11) is not modified.
There are many ways to introduce a scaling in the viscosity and friction coefficients, see Ref. [18,

87]. Here we shall suppose we are in the following asymptotic regime

ν = εν0, κ = εκ0. (II.9)

1.1 The hydrostatic system

Neglecting (temporarily) the viscous terms and taking the formal limit as ε vanishes in the system (II.3)-
(II.5) gives the proposition

Proposition II.1. The hydrostatic system

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x

= 0,

w =− ∂

∂x

ˆ z

zb

u dz, (II.10)

p = pa +(η− z),

completed with kinematic boundary condition (I.9) is a formal approximation as ε tends to 0 of the free
surface incompressible Euler system.

Proof. The proof of this proposition uses only very simple calculations [EX]. �

Thus the hydrostatic assumption consists in neglecting the vertical acceleration of the fluid and this
strongly modifies the properties of the model. Indeed, for the hydrostatic model, the pressure p is a
linear function of H, zb and z instead of being a Lagrange multiplier of the divergence free condition.

It is important to notice that with the hydrostatic assumption, the vertical acceleration is neglected
but it does not mean the vertical velocity is neglected, see (II.10).
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1.2 Estimates

Using the boundary conditions (I.9),(I.11),(II.6)-(II.8) an integration of equations (II.3), (II.4) from the
bottom to the free surface gives

∂H
∂ t

+
∂

∂x

ˆ
η

zb

udz = 0, (II.11)

∂

∂ t

ˆ
η

zb

u dz+
∂

∂x

(ˆ
η

zb

u2dz+
ˆ

η

zb

p dz
)
=−pb

∂ zb

∂x
+ ε

∂

∂x

ˆ
η

zb

2ν0
∂u
∂x

dz

+
∂ zb

∂x
2ν0ε

2 ∂u
∂x

∣∣∣∣
b
−ν0ε

(
∂u
∂ z

∣∣∣∣
b
+ ε

2 ∂w
∂x

∣∣∣∣
b

)
. (II.12)

Likewise, an integration from the bottom to the free surface of Eq. (II.4) gives

pb = H− ∂ zb

∂x
ν0ε

2
(

∂u
∂ z

∣∣∣∣
b
+ ε

2 ∂w
∂x

∣∣∣∣
b

)
+2ν0ε

∂w
∂ z

∣∣∣∣
b
,

and replacing the previous expression for pb into Eq. (II.12) gives

∂H
∂ t

+
∂

∂x

ˆ
η

zb

udz = 0, (II.13)

∂

∂ t

ˆ
η

zb

u dz+
∂

∂x

(ˆ
η

zb

u2dz+
ˆ

η

zb

p dz
)
=−H

∂ zb

∂x
+ ε

∂

∂x

ˆ
η

zb

2ν0
∂u
∂x

dz

−κ0ε

(
1+ ε

2
(

∂ zb

∂x

)2
)3/2

ub, (II.14)

where the boundary condition (II.8) has been used.
Now we use the shallow water assumption i.e. ε � 1 and the equation (II.4) leads to

∂

∂ z

(
ν0

∂u
∂ z

)
= O(ε).

Since the boundary conditions (II.6),(II.8) give

∂u
∂ z

∣∣∣∣
s
= O(ε2), and

∂u
∂ z

∣∣∣∣
b
= O(ε), (II.15)

after an integration in z it comes

u = u+O(ε), u2 = u2 +O(ε), (II.16)

and we recover the so-called motion by slices of usual shallow water systems. Likewise, integrating in
z Eq. (II.5), the pressure p satisfies

p = pa +(η− z)+O(ε). (II.17)

We look for a more accurate estimate of the quantity u2. So we come back to Eq. (II.4) and using
relations (II.14),(II.16) and (II.17) it comes

∂

∂ z

(
ν0

ε

∂u
∂ z

)
=

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x
− ε

∂

∂x

(
ν0

∂u
∂x

)
=

∂u
∂ t

+u
∂u
∂x

+
∂η

∂x
+

∂ pa

∂x
+O(ε)

= −κ0

H
ub +O(ε). (II.18)
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Integrating from zb to z and taking the boundary condition (II.8) into account, we deduce

∂u
∂ z

=
εκ0

ν0

(
1− z− zb

H

)
ub +O(ε2), (II.19)

and we obtain the following formula which gives an expression of the vertical velocity through a
parabolic correction

u =

(
1+

εκ0

ν0

(
z− zb−

(z− zb)
2

2H

))
ub +O(ε2). (II.20)

Then integrating from zb to η , we obtain

ū =

(
1+

εκ0

3ν0
H
)

ub +O(ε2), (II.21)

that gives

u =

(
1+

εκ0

ν0

(
z− zb−

(z− zb)
2

2H
− H

3

))
u+O(ε2). (II.22)

Then we recover
u = u+O(ε). (II.23)

From relation (II.23), one can write u = u+u′ with u′ = O(ε) and u′ = 0 so it comes

u2 = u2 +2uu′+O(ε2),

leading to
u2 = u2 +O(ε2). (II.24)

2 Derivation of the Saint-Venant system

The hydrostatic assumption in the Navier-Stokes system (I.2)-(I.4) that means the contribution of the
vertical acceleration in the pressure p can be neglected, leads to the classical model,

∂u
∂x

+
∂w
∂ z

= 0, (II.25)

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x

=
∂

∂x

(
2ν

∂u
∂x

)
+

∂

∂ z

(
ν

∂u
∂ z

+ν
∂w
∂x

)
, (II.26)

∂ p
∂ z

=−g+
∂

∂x

(
ν

∂u
∂ z

)
+

∂

∂ z

(
2ν

∂w
∂ z

)
. (II.27)

Notice such a model can be obtained by an asymptotic expansion of the rescaled Navier-Stokes system
(II.3)-(II.5) retaining only the terms up to O(ε2). This hydrostatic model – or some variants with
horizontal and vertical viscosity or other specific terms – is very used in geophysical flows studies
and its averaging along the vertical direction leads to the classical Saint-Venant system [55, 57, 98]
described by the following proposition

Proposition II.2. Up to O(ε) terms, the solutions of the Navier-Stokes equations (I.2)-(I.4) satisfies
the Saint-Venant system defined by

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0, (II.28)

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
=−H

∂ pa

∂x
−gH

∂ zb

∂x
−κu. (II.29)

The smooth solutions of (II.28)-(II.29) satisfy the energy equality

∂Eh

∂ t
+

∂

∂x

(
u
(
Eh +g

H2

2
))

=−κ ū2 +H
∂ pa

∂ t
,
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with the energy

Eh =
Hu2

2
+

gH(η + zb)

2
+H pa. (II.30)

Proof of proposition II.2. We use the rescaled Navier-Stokes system (II.3)-(II.5) coupled with the es-
timates (II.23) and (II.24). It is very important to notice that a rigorous proof of this proposition can
hardly be obtained using only the Euler system. Indeed, the estimates (II.23),(II.24) are derived from
the shallow water assumption applied to the viscous terms in the Navier-Stokes system.

Using the boundary condition (II.7), the vertical integration of Eq. (II.5) from z to η = H + zb gives

p = pa +(η− z)+O(ε). (II.31)

Then using (II.24) and the kinematic boundary conditions (I.9)-(I.11) (written in the dimensionless
variables), a vertical integration of Eq. (II.4) gives

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

1
2

∂H2

∂x
=−H

∂ pa

∂x
−H

∂ zb

∂x
−κu+O(ε).

Likewise a vertical integration of the divergence free condition (II.25) coupled with the boundary con-
ditions (I.9)-(I.11) leads to

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0.

Notice that in order to obtain the two previous equations, the Leibniz rule
ˆ b

a

∂ f
∂y

dz =
∂

∂y

ˆ b

a
f dz− ∂b

∂y
f (b)+

∂a
∂y

f (a),

is used.
The energy balance can be obtain multiplying Eq. (II.29) by ū and performing simple manipula-

tions [EX]. It can also be obtained using a vertical integration of Eq. (II.4) mutiplied by u [EX](see
paragraph 3.5 for the case of non-smooth solutions).

In terms of the initial variables the preceding model becomes (II.28)-(II.29) and that completes the
proof. �

When the viscosity effects cannot be neglected, we have the following proposition

Proposition II.3. The viscous Saint-Venant system defined by

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0, (II.32)

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
=−H

∂ pa

∂x
−gH

∂ zb

∂x
+

∂

∂x

(
4νH

∂ ū
∂x

)
− κ ū

1+ κ

3ν
H
, (II.33)

results formally from an hydrostatic approximation in O(ε2) of the Navier-Stokes equations. The
smooth solutions satisfy the equality

∂Eh

∂ t
+

∂

∂x

(
u
(
Eh +g

H2

2
−4νH

∂ ū
∂x

))
= H

∂ pa

∂ t
− κ ū2

1+ κ

3ν
H
−4νH

(
∂ ū
∂x

)2

,

with Eh given by (II.30).

Proof of proposition II.3. The proof is similar to the one given in proposition II.2 but uses more accu-
rate estimates derived from the shallow water assumption. Using the boundary conditions (I.9),(I.11),(II.6)-
(II.8) an integration of equations (II.3), (II.4) from the bottom to the free surface gives (II.13)-(II.14).
We have

∂us

∂x
=

∂u
∂x

∣∣∣∣
s
+

∂η

∂x
∂u
∂ z

∣∣∣∣
s
=

∂u
∂x

∣∣∣∣
s
+O(ε2), (II.34)

23



and using the relations (II.7), (II.34) and the Leibniz rule, we can write

ε

ˆ
η

z

∂

∂x

(
ν0

∂u
∂ z

)
dz−2εν0

∂w
∂ z

= εν0
∂u
∂x

+ εν0
∂u
∂x

∣∣∣∣
s
+O(ε3).

This leads to the following expression for the pressure p

p = pa +(η− z)− εν0
∂u
∂x
− εν0

∂u
∂x

∣∣∣∣
s
+O(ε2),

= pa +(η− z)−2εν0
∂u
∂x

+O(ε2). (II.35)

Finally, using (II.21),(II.35) in (II.14) and returning to the initial variables completes the proof. �

2.1 Vertical velocity

Because of the hydrostatic assumption, the vertical velocity w no more appears in the Saint-Venant
system but can be obtained from the divergence free condition. Namely, an integration from zb to η of
relation (II.25) coupled with the kinematic boundary conditions (I.9),(I.11) gives (up to O(ε2) terms)

Hw =−H2

2
∂u
∂x

+H
∂ zb

∂x
u.

After simple manipulations and using the continuity equation (II.32), we can obtain that the preceding
relation is equivalent to the equation

∂

∂ t

(
η2− z2

b
2

)
+

∂

∂x

(
η2− z2

b
2

u
)
−Hw = 0, (II.36)

that is more convenient in practice since it is written in a conservative form. Relation (II.36) can also
be obtained calculating [EX] ˆ

η

zb

z
(

∂u
∂x

+
∂w
∂ z

)
dz = 0.

2.2 The Saint-Venant system with a passive tracer

The water can also advect external quantities. Indeed, in lakes, rivers, coastal regions the water con-
tains/carries components such as : biological species, pollutant, sediment,. . . Let us consider a passive
tracer whose concentration is defined by T . The word passive means the tracer concentration does not
modify the water density. First we assume the tracer is only advected by the flow and does not react
within the fluid.

Then the conservation of the tracer T is governed by the equation

∂T
∂ t

+
∂uT
∂x

+
∂wT
∂ z

= 0,

and using the shallow water assumption, the preceding equation becomes (with obvious notations)

∂HT
∂ t

+
∂HūT

∂x
= 0. (II.37)

So the Saint-Venant system with a passive tracer consists in the set of equations (II.32)-(II.33),(II.37).
Let us suppose the evolution of the tracer T is governed by an advection-diffusion equation. What

is the modified version of Eq. (II.37) ? [EX]
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2.3 Classical friction laws

In props. II.2 and II.3 we have considered a Navier type friction law (linear) corresponding to the
friction law used in the definition of the boundary condition (I.14) but in practice more complex laws –
often empirical – can be used, see [126]. We denote S f the source term due to friction.

Classical friction laws :

• Navier S f = κu,

• Manning-Strickler S f =C f
u|u|
H

1
3

,

• Darcy-Weisbach S f =C f u|u|

Notice that it is sometimes necessary to impose H = 0⇒ u = 0 to ensure the dissipative effect at rest.

2.4 The Saint-Venant system in 2d

Starting from the 3d incompressible Navier-Stokes (or Euler) equations with free surface, a 2d version
of the Saint-Venant system can be obtained [EX]. Its formulation is given by

∂H
∂ t

+∇x,y(Hu) = 0, (II.38)

∂Hu
∂ t

+∇x,y · (Hu⊗u)+∇x,y
g
2

H2 =−H∇x,y pa−gH∇x,yzb−S f (H,Hu), (II.39)

where H is the water depth and the horizontal velocity vector u = (u,v) and ∇x,y = (∂x,∂y)
T . The

friction effects are modeled by S f (H,Hu) with S f a function from R+×R to R2 satisfying

∀n ∈ S1,∀(H,u) ∈ R+×R2, sgn(Hu ·n) = sgn(S f (H,Hu) ·n)

and where S1 is the unit sphere and the sgn function satisfies sgn(0) = 0. Such an assumption ensures
the friction effects are dissipative.

Other sources terms can be added to the Saint-Venant system such as Coriolis forces, wind stress,
evaporation, rain,. . . In most of the cases the derivation can be obtained rigorously [57, 98, 107].

2.5 Another derivation of the Saint-Venant system

We start form the incompressible and hydrostatic Euler system with free surface (see prop. II.1) written
under the form

∂u
∂x

+
∂w
∂ z

= 0,

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+g
∂η

∂x
= 0, (II.40)

and completed with the boundary conditions (I.9) and (I.11). We assume pa = 0.
As already mentioned, using the two kinematic boundary conditions, a vertical integration of the

divergence free condition leads to
∂H
∂ t

+
∂

∂x

(
Hū
)
= 0,

whereas the vertical integration of the momentum equation (II.40) gives

∂ (Hū)
∂ t

+
∂

∂x

ˆ
η

zb

u2 dz+
g
2

∂H2

∂x
=−gH

∂ zb

∂x
.

And in order to obtain a closure relation defining the quantity
ˆ

η

zb

u2 dz,
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we proceed as follows.
The goal is to transpose the entropy-based moment closures proposed by Levermore in [86] for

kinetic equations to our framework, the approach we propose is detailed in paragraph 2.1 but for a
more complex model.

If u′ is defined as the deviation of u with respect to its depth-average, then it comes

u =
1
H

ˆ
η

zb

u dz+u′ = u+u′.

We study the minimization problem

min
u′

ˆ
η

zb

E(z;u) dz, (II.41)

with E(z;u) corresponding to (I.21) in the hydrostatic framework i.e.

E(z;u) =
u2

2
+gz.

The energy E(z;u) being quadratic with respect to u we notice
ˆ

η

zb

u2 dz = Hu2 +2
ˆ

η

zb

uu′ dz+
ˆ

η

zb

(u′)2 dz = Hu2 +

ˆ
η

zb

(u′)2 dz> Hu2. (II.42)

Equation (II.42) means that the solution of the minimization problem (II.41) is given by
ˆ

η

zb

E(z;u) = min
u′

ˆ
η

zb

E(z;u) dz,

and ˆ
η

zb

E(z;u) =
H
2

u2 +
g
2
(η2− z2

b).

Since the only choice leading to an equality in relation (II.42) corresponds to

u = u, (II.43)

this allows to precise the closure relation associated to a minimal energy, namely
ˆ

η

zb

u2 dz = Hu2, (II.44)

and we have obtained a derivation of the Saint-Venant system saying it is the model with minimal
kinetic energy included in the hydrostatic Euler system.

3 Properties of the Saint-Venant system (continuous level)

The main properties are presented below. For complementary informations, the reader can refer to
Bouchut [24].

To begin with, some vocabulary :

• the gravity waves speed is c =
√

gH and corresponds to the sound speed in the Euler (gaz)
equations. A tsunami propagates at the speed

√
gH,

• when |u|< c (resp. |u|> c), the flow regime is subcritic or fluvial (resp. supercritic or torrential),
and if |u| ' c, the flow regime is said to be transcritic,

• the flow regime is often characterized by the Froude number defined by

Fr =
|u|√
gH

, (II.45)

Fr < 1 corresponds to a fluvial regime and Fr > 1 coresponds to a torrential flow,
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• a stationary entropic shock is called an hydraulic jump, cf. Figures below.

In rivers, near the mouth and because of the tides you can see hydraulic jumps (also called mascaret),
see Fig II.1-(a). Another example is depicted over Fig. II.1-(b), determine the torrential and fluvial
areas [EX].

(a) (b)

Figure II.1: Two typical hydraulic jumps : (a) a mascaret and (b) an hydraulic jump in a sink.

3.1 Conservative form

In the following, we often write the Saint-Venant system (II.28)-(II.29) under the conservative and
condensed form

∂X
∂ t

+
∂

∂x
F(X) = Sb(X)+S f ,v(X), (II.46)

where

F(X) =

(
Hu

Hu2 + g
2 H2

)
,

and X ∈ Ω := (H > 0,Hū ∈ R). Sb accounts for the topography source term and S f ,v represents the
dissipative effects (friction and viscosity). But the Saint-Venant system – without viscosity – can also
be written in a quasilinear form i.e.

∂H
∂ t

+ ū
∂H
∂x

+H
∂ ū
∂x

= 0,

∂ ū
∂ t

+ ū
∂ ū
∂x

+g
∂H
∂x

=−g
∂ zb

∂x
−κ

u
H
,

or equivalently
∂Y
∂ t

+A(Y )
∂Y
∂x

= S̃b(Y )+ S̃ f (Y ), (II.47)

with Y = (H,u)T and

A(Y ) =
(

ū H
g ū

)
.

But it is well-known that for quasilinear systems, the solution Y naturally developps discontinuities
(shock waves). The main difficulty in such systems is therefore to give a sense to (II.47). This difficulty
is somehow solved when considering conservative systems. For this reason, in the following and when
possible, we single out the conservative form of the equations.
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3.2 Hyperbolicity and Riemann invariants

3.2.1 A very simple case

The Riemann invariants play an important role in the analysis and the discretization of an hyperbolic
system. We illustrate this in the case of a linear hyperbolic system.

Let us consider the hyperbolic linear system

∂Y
∂ t

+A0
∂Y
∂x

= 0, (II.48)

where A0 is a square matrix with constant coefficients and Y ∈Rd . The system being hyperbolic, the
matrix A0 can be diagonalized over R so there exist an invertible square matrix P0 and d eigenvalues
of A0 denoted {λ0,i}16i6d such that

Λ0 = diag(λ0,1, . . . ,λ0,d) = (P0)
−1A0P0.

Multiplying (II.48) on the left by (P0)
−1, we obtain the diagonalized system

∂

∂ t
((P0)

−1Y )+(P0)
−1A0P0

∂

∂x
((P0)

−1Y ) = 0,

or equivalently
∂Z
∂ t

+Λ0
∂Z
∂x

= 0,

with Z = (P0)
−1Y . The previous system is easy to solve and each component of the vector Z is given

by
Zi = f0,i(x−λ0,it),

where the functions { f0,i}16i6d are defined by the initial conditions. Finally Y = P0Z gives the solution
of the system (II.48).

3.2.2 Riemann invariants for the Saint-Venant system

In practice We consider the Saint-Venant system without friction nor viscosity and written in the
quasilinear form for a float bottom i.e.

∂H
∂ t

+ ū
∂H
∂x

+H
∂ ū
∂x

= 0,

∂ ū
∂ t

+ ū
∂ ū
∂x

+g
∂H
∂x

= 0.

Defining
c =

√
gH,

the two previous equations can be rewritten under the form

∂ (2c)
∂ t

+ ū
∂ (2c)

∂x
+ c

∂ ū
∂x

= 0,

∂ ū
∂ t

+ ū
∂ ū
∂x

+ c
∂ (2c)

∂x
= 0,

and the sum of the two equations gives

∂ (ū+2c)
∂ t

+(ū+ c)
∂ (ū+2c)

∂x
= 0, (II.49)

whereas the difference of the two equations leads to

∂ (ū−2c)
∂ t

+(ū− c)
∂ (ū−2c)

∂x
= 0. (II.50)

The equations (II.49) and (II.50) corresponds to the two characteristic curves of the Saint-Venant sys-
tem.
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Abstract version For H > 0, the Saint-Venant system (II.28)-(II.29) is hyperbolic since it admits two
distinct eigenvalues λ± = u±

√
gH with the associated eigenvectors

l± =

(√
H

±√g

)
.

In particular this implies the eigenvalues cannot cross. Then the eigenvalues λ± are genuinely nonlinear
since

λ
′
±.l± 6= 0.

Definition II.4. We say that a scalar function w(Y ) is a (weak) λ+-Riemann invariant if for all Y ,

∇w(Y ).r+(Y ) = 0.

Let us consider the right eigenvector of matrix A i.e.

rT
±A = λ±rT

±.

Since the two eigenvalues λ± are distinct, we obtain calculating rT
+Al− that

rT
−l+ = rT

+l− = 0,

and therefore

∇w(Y ) =
∂w(Y )

∂Y
,

is colinear to l− and hence is a right eigenvector associated with λ− i.e.

∂w(Y )
∂Y

A = λ−
∂w(Y )

∂Y
.

The following definition holds.

Definition II.5. We say that a scalar function w(Y ) is a (strong) λ+-Riemann invariant if for all Y ,

∇w(Y )A = λ+w(Y ).

The interest of this notion lies in the fact that it can be characterized by the property that a smooth
solution Y to the homogenous system (II.47) satisfies

∂w(Y )
∂ t

+λ+
∂w(Y )

∂x
= 0.

Indeed, let us consider the homogenous system (II.47) and multiplying it on the left by l± gives

l±
∂Y
∂ t

+λ±l±
∂Y
∂x

= 0, (II.51)

A rewritting of (II.51) gives [EX]
∂w±
∂ t

+λ±
∂w±
∂x

= 0,

where the two Riemann invariants w± are defined by

w± = u±2
√

gH, (II.52)

and we recover the two equations (II.49) and (II.50).
The link between strong and weak Riemann invariants is given by the following proposition (written

in the specific case of the 2×2 Saint-Venant system).

Proposition II.6. A function w(Y ) is a strong λ+ Riemann invariant if and only if w(Y ) is a weak λ−
Riemann invariant.
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3.2.3 The full system

Consider the Saint-Venant system – without viscosity nor friction – with its energy equality

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0,

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
=−gH

∂ zb

∂x
,

∂Eh

∂ t
+

∂

∂x

(
u
(
Eh +g

H2

2
))

= 0,

i.e. for smooth solutions. What are the eigenvalues/eigenvectors of this system ? Is it hyperbolic ?
[EX]

3.2.4 The topography as an unknown

When zb(x, t) = zb(x), it is possible to consider the topography as an unknown associated with a dis-
tributed parameter and governed by the equation

∂ zb

∂ t
= 0.

Then the Saint-Venant system can be rewritten under the form

∂ zb

∂ t
= 0,

∂H
∂ t

+
∂Hū
∂x

= 0,

∂Hū
∂ t

+
∂

∂x

(
Hū2 +gH2/2

)
+gH

∂ zb

∂x
= 0.

(II.53)

The eigenvalues associated with λ± = u±
√

gH still are genuinely nonlinear whereas λ0 = 0 is linearly
degenerated. In such a situation, the two wave speeds λ− and λ+ are not ordered with respect to the
eigenvalue λ0. This also raises the question what happens when λ− = λ0 or λ− = λ0.

Proposition II.7. If |u| 6=
√

gH then the system (II.53) is strictly hyperbolic. Else, two of the eigenval-
ues coincide and the system is said to be resonant.

Proof. The system (II.53) reads

∂

∂ t

 zb
H
Hu

+

 0 0 0
0 0 1

gH gH−u2 2u

 ∂

∂x

 zb
H
Hu

= 0.

Simple calculus ([EX]) gives the eigenvectors

l± =

 0
1

u±
√

gH

 and l0 =

gH−u2

−gH
0

 ,

that concludes the proof. �

In case of resonance, the eigenvectors are no more a basis of R3. And the analogy with the linear
case is no more valid for the study of the Riemann problem.

Another difficulty is that (II.53) is a non conservative system. Indeed

gH
∂ zb

∂x
,

consists in the product of two distributions and hence non defined. Nevertheless, the following result is
helpful.
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Proposition II.8. Let us consider a strictly hyperbolic non conservative system with a linearly degen-
erated field. Then the associated wave is a contact discontinuity and any Riemann invariant associated
with this wave is constant throughout this wave.

This result ensures that for a linearly degenerated field (the stationary wave here), the fact that
the system is non conservative does not modify its usual characterization – that is not the case for a
genuinely nonlinear field. For the system (II.53), the Riemann invariants of the stationary wave are
given by [EX]

w1
0(X) = Hu and w2

0(X ,zb) =
u2

2
+g(H + zb).

The Riemann invariants have to be compared with the stationary states of the Bernouilli theorem, see
paragraph 3.7.1 (page 34).

3.3 Domain invariant

The notion of invariant domain plays an important role in the resolution of a system of conservation
laws. We say that a convex set X is an invariant domain for (II.46) if it has the property that

X 0(x) ∈X for all x ⇒ X (t,x) ∈X for all x, t. (II.54)

There is a full theory that enables to determine the invariant domains of a system of conservaion laws,
see [123].

For the Saint-Venant system, the set

{(H,Hu),H > 0},

is an invariant domain.
The property for a scheme to preserve an invariant domain is an important issue of stability, as

can be easily understood. In particular, the occurence of negative values for the water depth H (or the
density in gas dynamics) leads rapidly to breakdown in the computation.

3.4 Shocks

A shock with speed U is a solution having the form

X(x, t) =
{

Xl if x
t <U

Xr if x
t >U

see Fig. II.2.
Let us consider the functions X = (H,Hu)T defined by

H = Hl +He(x−Ut)(Hr−Hl), (II.55)

Hu = (Hu)l +He(x−Ut)
(
(Hu)r− (Hu)l

)
, (II.56)

where Hr, Hl , (Hu)r and (Hu)l are four constants. He denotes the Heaviside function. Then X =
(H,Hu)T are solutions of the homogenous Saint-Venant system (II.32)-(II.33) if

F(Xr)−F(Xl) =U(Xr−Xl). (II.57)

Relation (II.57) is the so called Rankine-Hugoniot condition.
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Figure II.2: A simple shock propagating with velocity U .

3.5 Entropy and non smooth solutions

The notion of entropy is fundamental. By definition, an entropy for the (homogenous) quasilinear
system is a function ζ (Y ) with real values such that it exists another real valued function G(Y ), called
the entropy flux, satisfying

G′(Y ) = ζ
′(Y )A(Y ).

In other words, ζ ′A needs to be an exact differential form. This property enables, by multiplying (II.47)
by ζ ′(Y ), to establish another conservation law

∂ζ (Y )
∂ t

+
∂G(Y )

∂x
= 0.

However the preceding equality cannot be satisfied when considering discontinuous solutions and it is
replaced by

∂ζ

∂ t
+

∂G
∂x
6 0. (II.58)

A weak solution X(t,x) to (II.46) is said to be entropy satisfying if (II.58) holds. This property is indeed
a criteria to select a unique solution to the system, that can have many weak solutions otherwise.

For the Saint-Venant system, there exists a natural entropy/entropy flux pair and we call entropy
solution to the Saint-Venant system, a weak solution which satisfies the entropy inequality given in the
following theorem (we assume pa = 0).

Theorem II.9. The system (II.28)-(II.29) is strictly hyperbolic for H > 0. It admits a mathematical
entropy Eh defined by (II.30) (which is also the energy) and satisfying

∂Eh

∂ t
+

∂

∂x

(
u
(
Eh +g

H2

2
))

=−D , (II.59)

with D > 0 being the dissipation energy corresponding to the discontinuities.

We do not prove this theorem which relies on the classical theory of hyperbolic equations and
simple algebraic calculation, see Dafermos [49]. We just recall that for smooth solutions D = 0. Notice
that Eh is convex with respect to H and Hū [EX].

To illustrate the notion of dissipation for non smooth solutions, we have the following proposition
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Proposition II.10. Let us consider a solution of the system (II.28)-(II.29),(II.59) (with flat bottom)
containing a stationary shock. Then if Hl and Hr denote the water depth around the discontinuity then
we have the relation

D =
g
4
|Hl−Hr|3

√
g(Hl +Hr)

2HlHr
.

Proof of proposition II.10. We recall that around the shock, the Rankine-Hugoniot relations (II.57)

−U [H]+ [Hū] = 0,

−U [Hū]+
[
Hū2 +

g
2

H2
]
= 0,

holds with U = 0. The rest of the proof is left to the reader, see [22]. �

3.6 Existence of solutions

The well-posedness of the Saint-Venant is a difficult question that can be investigated using two differ-
ent approaches depending on the importance of the viscosity terms. When viscosity terms cannot be
neglected, see [70] and the references therein. In the other situation, the paper [50] and the references
therein is interesting. Because the homogenous Saint-Venant system can also be seen as a particular
form of the Euler system for gaz dynamics1, the reader can refer to [90, 91, 114, 92].

3.7 Particular solutions

3.7.1 Stationary solutions

We are now interested in particular situations of the non homogenous Saint-Venant system. The ho-
mogenous situation i.e. when ∂

∂x zb ≡ 0 and f≡ 0 is, to some extent, classical since it corresponds to the
isentropic Euler system.

Hereafter, we study several stationary solutions also called equilibrium states by analogy with dy-
namical systems. These solutions satisfy the system

∂

∂x
F(X) = Sb(X)+Sv, f (X), (II.60)

in the distributional sense. The system (II.60) is completed with the entropy inequality

∂

∂x
(u(E +gH2/2))6 0.

In the homogenous case, it is well-known that the stationary solutions consist in constant states
connected each other by stationary entropic shocks. In the presence of sources, the situation is more
complex even if stationary entropic shocks (the same as in the homogenous case) are admissible. In-
deed, it is easy to see that the presence of enough regular source terms does not modifiy the derivation
of the Rankine-Hugoniot jump condition (II.57) [EX]. In the following paragraph we first propose
the construction of stationary smooth solutions for the Saint-Venant system then we investigate the
construction of piecewise smooth stationary solutions connected with entropic stationary shocks.

1The analogy between the isentropic Euler equations and the Saint-Venant system appears replacing H,gH2/2 by
ρ, p(ρ) = gργ/2 (adiabatic coefficient γ = 2).
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The lake at rest The first case consists in looking for solutions of (II.60) with Hu ≡ 0. The first
equation is trivially satisfied and the second one gives for smooth solutions

H
∂H
∂x

= H
∂ zb

∂x
.

Two situations are possible. Either H ≡ 0, corresponding to a dry area, or ∂

∂x(H + zb) = 0 meaning the
free surface of the water is flat. Notice stationary shocks with Hu ≡ 0 are not possible. Therefore we
have the following characterization of the solutions at rest

H ∈ C 0(R2) such that


H = 0
or
∂

∂x(H + zb) = 0

(II.61)

These solutions correspond to the situation of a lake at rest, see Fig. II.3. Even if the lake at rest solution

Figure II.3: Stationary solution corresponding to the lake at rest.

is very simple, it has a crucial interest. Indeed, the lake at rest solution is often the initial condition for
a simulation and we will see that in practice i.e. at the discrete level, it is not so easy to maintain this
solution.

Équilibrium without friction and viscosity : Bernoulli’s theorem We consider now the case where
Hu 6≡ 0 but without friction nor viscosity. Simple manipulations show that stationary solutions satisfy

∂

∂x
(Hu) = 0,

u
∂u
∂x

+g
∂

∂x
(H + zb) = 0,

(II.62)

or equivalently
∂

∂x

(
u2/2+g(H + zb)

)
= 0,

that is exactly the Bernouilli’s theorem where the pressure is hydrostatic. The Bernouilli’s theorem can
also be formulated in 2d (along the streamlines) [EX].

Hereafter, we illustrate these particular solutions for the 1d Saint-Venant system with topography
(without friction/viscosity) in three typical cases

• Bernoulli’s equilibrium in fluvial regime
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• Bernoulli’s equilibrium fluvial (left part of the channel) and torrential (right part of the channel)
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• Bernoulli’s equilibrium and hydraulic jump
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A study of these types of equilibria can be found in [43]. These typical situations often appear as long
time solutions of the Saint-Venant system and strongly depend on the imposed boundary conditions.
Notice that the three stationary states given above have been obtained with the same initial conditions.

3.7.2 Time dependent solutions

Now we propose some examples of non stationary solutions of the Saint-Venant system in 1d.

Roll waves Roll waves are periodic solutions moving at constant speed. They can appear in very
particular situations but once the conditions are satisfied, the roll waves are very stable solutions. These
solutions contain a smooth part and a shock, both propagating at the same speed [53, 79, 107], see
Fig. II.4 for an illustration.
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Figure II.4: Simulation de roll waves
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Friction dominated flows When a dam break occurs, a wave floods a large area, typically dry, down-
stream the dam. Instead of taking into account the description of this flooded region, it is possible to
model their influence by the means of additional terms or by a modification of existing terms. When
the flooded region is a forest or typically a area with a lot of obstacles, its influence can be modeled by
a significant increase in the friction coefficient.

Therefore, we consider the 1d system

∂H
∂ t

+
∂Hū
∂x

= 0,

∂Hū
∂ t

+
∂

∂x

(
Hu2 +gH2/2

)
=−gH

∂ zb

∂x
−κHū.

(II.63)

Other friction laws than −κHū could have been used. In the following we denote

s(x) =
∂ zb

∂x
.

Let us denote T , L0, H0, S =H0/L0 and U = L0/T the characteristic quantities respectively correspond-
ing to time, length, water depth, slope and velocity. Since κ corresponds to a frequency, we introduce
a dimensionless friction coefficient κ0 so that κ = κ0/Tκ . And hence, denoting with˜the dimensionless
variables, the system (II.63) becomes [EX]

H0

T

[
∂t̃H̃ +∂x̃(H̃ũ)

]
= 0,

H0L0

T 2

[
∂t̃(H̃ũ)+∂x̃(H̃ũ2)+

1
Fr2 ∂x̃(H̃2/2)

]
=− 1

Fr2
H0L0

T 2 H̃s̃− H0L0

T 2 κ0H̃ũ,

where Fr =U/
√

gH0 is the Froude number. A friction dominated flow is characterized by the fact that
κ0 is much larger than the other dimensions. Here, this means ũ=O(1/κ0). Moreover the characteristic
time associated with the friction is T/κ0, that is very small compared to T . These two estimates induce
a new definition for the dimensionless quantities t̃ and ũ under the form

t̃ =
t

κ0T
and ũ =

κ0u
U

, (II.64)

that is compatible with the relation U = L0/T . Therefore, the system becomes
H0

κ0T

[
∂t̃H̃ +∂x̃(H̃ũ)

]
= 0,

H0L0

(κ0T )2

[
∂t̃(H̃ũ)+∂x̃(H̃ũ2)+

κ2
0

Fr2 ∂x̃(H̃2/2)
]
=− 1

Fr2
H0L0

T 2 H̃s̃− H0L0

T 2 H̃ũ,

=⇒

{
∂t̃H̃ +∂x̃(H̃ũ) = 0,
∂x̃(H̃2/2) =−H̃s̃−Fr2H̃ũ+O(1/κ2

0 ),

=⇒

{
Fr2

∂t̃H̃−∂x̃(H̃s̃+∂x̃(H̃2/2)) = O(1/κ2
0 ),

Fr2H̃ũ =−H̃s̃−∂x̃(H̃2/2)+O(1/κ2
0 ).

The last system has a nonlinear parabolic equation and a relation between the flow velocity, the water
depth and the gradient of the water depth. In other words, the velocity is related to the external forcing –
the slope s̃ – and the pressure gradient, that corresponds to the Darcy law.

It is important to notice that the asymptotic form of an initial hyperbolic system with source term –
in the case of a friction dominated flow – is a parabolic equation. For more details, the reader can refer
to [50, 100].
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3.7.3 Construction of analytical solutions for the Saint-Venant system

The Saint-Venant system cannot be solved analytically for any topography profile and any initial or
boundary conditions. But choosing e.g. a particular topography and/or particular boundary conditions,
the Saint-Venant system (II.32)-(II.33) can be solved by hand. In this paragraph, we first propose time
dependent analytical solutions, then we derive a large family of stationary analytical solutions and
finally the case of stationary analytical solutions with shocks is studied.

We assume pa = pa
0 = cst. We also neglect the friction and viscous effects i.e. κ = ν = 0.

The parabolic bowl The idea presented in this paragraph is due to Thacker [128]. It consists in
looking for analytical solutions the Saint-Venant system (II.32)-(II.33) with the particular velociy field

u = u(x, t) = f (t). (II.65)

Then Eq. (II.32) becomes
∂H
∂ t

+ f
∂H
∂x

= 0,

whose solution is given by

H = F1(x−
ˆ t

0
f (t1)dt1),

where F1 is any given non negative function.
With the particular choices b0 > 0

F1(z) = −b0

2
z2,

zb(x) =
b0

2
x2,

Eq. (II.33) reduces to
d f
dt

+gb0

ˆ t
f (t1)dt1 = 0,

whose solution is given by

f (t) =C1 sin(
√

gb0t)+C2 cos(
√

gb0t).

Choosing appropriate initial conditions typically f (0) = 1, f ′(0) = 0 gives

f (t) = cos(
√

gb0t),

and hence

H(x, t) = max

(
0,−b0

2

(
x− 1√

gb0
sin(
√

gb0t)
)2
)
,

u(x, t) = cos(
√

gb0t),

are analytical solutions of the Saint-Venant system and periodic in time. Notice that the quantity H+zb
reads

H + zb =
b0√
gb0

sin(
√

gb0t)x− 1√
2g

sin2(
√

gb0t),

meaning the free surface remains a straight line with slope varying along time.
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Stationary analytical solutions The system (II.62) can be rewritten under the form

∂

∂x

(
Q2

0
2H2 +g(H + zb)

)
= 0,

u =
Q0

H
,

(II.66)

Therefore, for any non negative and enough regular function H0(x) and any constant zb,0, the system

H = H0,

u =
Q0

H
,

zb = zb,0−H−
Q2

0
2gH2 ,

with Q0 a constant – corresponding to the imposed flow at the entry – is an analytical solution of the
Saint-Venant system with topography (without friction/viscosity).

Stationary analytical solutions with discontinuities The system (II.66) is equivalent to(
g−

Q2
0

H3

)
∂H
∂x

=−g
∂ zb

∂x
,

u =
Q0

H
,

(II.67)

meaning, starting from a boundary condition for H, the resolution of a simple first order ODE gives an
analytical solution for the Saint-Venant system. But since the quantity

g−
Q2

0
H3 ,

can cross 0, the solution (II.67) can be discontinuous. This is what we investigate below.
Let us consider a closed basin with vertical shores of length L. At the inflow in x = 0, the boundary

condition is a given flux Q0 and at the exit in x = L we impose a given water depth HL.
An integration of the system (II.66) between the current position x and the exit L gives (when there

is no discontinuity over the interval (x,L))

Q2
0

2H2 +g(H + zb) =
Q2

0

2H2
L
+g(HL + zb,L). (II.68)

Since the study of the function

F : H 7→
Q2

0
2H2 +g(H + zb),

shows that
min
R+

F(H) =
3
2

3
√

Q2
0g2 +gzb,

we see that if

min
x∈[0,L]

3
2

3
√

Q2
0g2 +gzb <

Q2
0

2H2
L
+g(HL + zb,L),

then Eq. (II.68) cannot be solved for any x ∈ [0,L]. In such a situation, we proceed as follows.
Firstly, we observe that the minimum of the function F(H) is achieved for

Hlim =
1
g

3
√

Q2
0g2, (II.69)
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that exactly corresponds to a Froude number of 1. Indeed, the Froude number being defined as
in Eq. (II.45) by

Fr =
u√
gH

,

we have in our situation
Fr =

Q0

H
√

gH
,

and the value of Hlim gives Fr = 1. Therefore, Eq. (II.68) admits either zero or two solutions and among
these two solutions one belong to the fluvial regime and the other one to the torrential one.

Secondly, we assume Q0 and HL are such that the regime is fluvial at the entry x = 0 and at the exit
x = L. We also consider the bottom topography has the shape of a bump e.g. something like

zb(x) = e−(x−xm)
2
,

with xm ∈]0,L[.
Then, the analytical solution is obtained using the following process

1. due to the choice of the topography zb with zb(xm) = maxx∈[0,L] zb(x) , Hlim the minimum of the
function F(H) is obtained in x = xm and it corresponds to the abscissa where the Froude number
equals 1. This means that starting from x = 0 where the regime is fluvial, the transition towards
the torrential regime occurs in x = xm. For x ∈ (xm,xc), xc being the position of the shock, the
flow is torrential. And x ∈ (xc,L) we end up with a fluvial regime.

2. Around the shock located in xc we have the conservation of momentum(
Q2

0
H

+
g
2

H2
)∣∣∣∣

x−c
=

(
Q2

0
H

+
g
2

H2
)∣∣∣∣

x+c
.

In order to calculate the analytical solution, we have to find the location of the shock xc that is obtained
solving the following system

Q2
0

2H2
0
+g(H0 + zb,0) =

Q2
0

2H2
c−

+g(Hc−+ zb,c)

Q2
0

2H2
c+

+g(Hc+ + zb,c) =
Q2

0

2H2
lim

+g(Hlim + zb,lim)

Q2
0

Hc−
+

g
2

H2
c− =

Q2
0

Hc+
+

g
2

H2
c+

with Hlim defined by (II.69) and whose unknown are Hc− , Hc+ and zb,c.

4 Kinetic approach

We briefly present the kinetic theory applied to the formulation/interpretation of conservation laws. For
a complete overview, the reader can refer to [112].

The idea we would like to emphasize is that the kinetic approach has two levels. First, the kinetic
formulations where a full description is given when a large enough family of entropies is available,
and the more general kinetic representation which is based on a single entropy. Notice that the kinetic
formulation is not restricted to hyperbolic problems, it can be obtained for parabolic problems such as
parabolic scalar conservation laws, see [112, chap. 1].

The so-called kinetic formulation of nonlinear hyperbolic systems of conservation laws is a method
which reduces them to a linear equation, with an additional kinetic variable, on a nonlinear quantity
related to the conserved unknowns. It represents all the entropy inequalities in a single Boltzmann
type equation depending on the kinetic variable. It was introduced by Lions, Perthame and Tadmor for

39



scalar conservation laws (see [90, 114]) and for isentropic gas dynamics (see [91]). It turns out to be a
powerful tool to derive mathematical properties – and also numerical schemes.

A kinetic interpretation is much weaker than the kinetic formulation since it only uses a single
entropy often given by the energy. Moreover in a kinetic representation, the collision term in the right
hand side carries little information. And yet, kinetic interpretations are in practice very useful since it
allows to construct efficient numerical schemes.

In the following paragraph, we present the kinetic interpretation of the Saint-Venant system allow-
ing to reduce the nonlinear set of equations to a scalar, essentially linear equation.

4.1 Kinetic interpretation of the Saint-Venant system

We introduce a distribution function M(x, t,ξ ) of fictitious particles with microscopic velocity ξ in
order to obtain a linear microscopic kinetic equation equivalent to the macroscopic model (II.28)-
(II.29).

We also introduce a real function χ defined on R, compactly supported and which has the following
properties {

χ(−w) = χ(w)> 0´
R χ(w) dw =

´
R w2χ(w) dw = 1,

(II.70)

we also define k3 =
´
R χ3(w) dw. Among all the possible choices for χ , two are very interesting. In

[113], the interest of the choice

χ0(z) =
1
π

√
1− z2

4
1|z|62. (II.71)

is explained. The simplest choice for χ is

χ1(z) =
1

2
√

3
1|z|6

√
3, (II.72)

but with less theoretical properties [10].
Now let us construct the density of particles M(x, t,ξ ) defined by a Gibbs equilibrium: the micro-

scopic density of particles present at time t, abscissa x and with velocity ξ is given by

M(x, t,ξ ) =
H
c

χ

(
ξ −u

c

)
, (II.73)

with c =
√

gH
2 . Then we have the following proposition

Proposition II.11. The functions (H,u) are strong solutions of the Saint-Venant system (without fric-
tion) described in (II.28)-(II.29) if and only if the equilibrium M(x, t,ξ ) is solution of the kinetic equa-
tion

(B)
∂M
∂ t

+ξ
∂M
∂x
−g

∂ zb

∂x
∂M
∂ξ

= Q(x, t,ξ ), (II.74)

where Q(x, t,ξ ) is a “collision term” satisfying
ˆ
R

Q dξ =

ˆ
R

ξ Q dξ = 0. (II.75)

The solution is an entropy solution if additionally
ˆ
R

(
ξ

2 +
3g2

4k3
M2
)

Qdξ 6 0. (II.76)
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Proof of Prop. II.11. The proof [EX] is very simple and relies on simple integrations of the Gibbs
equilibrium (II.73) using the properties (II.70), leading to

ˆ
R

M dξ = H,

ˆ
R

ξ M dξ = Hu, (II.77)
ˆ
R

ξ
2M dξ = Hu2 +

g
2

H2.

�

5 The rotating Saint-Venant system

The 3d hydrostatic Euler with Coriolis and constant density is given by

∇ ·U = 0, (II.78)

ρ0

(
∂u
∂ t

+∇x,y · (u⊗u)+
∂ (uw)

∂ z

)
+∇x,y p =−ρ0Ωu⊥, (II.79)

∂ p
∂ z

=−ρ0g, (II.80)

where U(t,x,y,z) = (u,v,w)T is the velocity, u(t,x,y,z) = (u,v)T is the horizontal velocity, p is the fluid
pressure, g represents the gravity acceleration and ρ0 = cst is the fluid density. The quantity ∇ denotes

∇=
(

∂

∂x ,
∂

∂y ,
∂

∂ z

)T
, ∇x,y corresponds to the projection of ∇ on the horizontal plane i.e. ∇x,y =

(
∂

∂x ,
∂

∂y

)T
.

The term Ωu⊥ = Ω(−v,u)T denotes the Coriolis force with Ω the angular speed.
Is is easy to see that the shallow water approximation of the system (II.78)-(II.80) coupled with the

2d version of the boundary conditions (I.9),(I.11) and (I.20) under the form On the bottom we prescribe
an impermeability condition

• kinematic boundary condition at the bottom U.nb = 0,

• kinematic boundary condition at the free surface ∂η

∂ t +u(t,x,y,η) ·∇x,yη−w(t,x,y,η) = 0,

• dynamic boundary condition at the free surface p(t,x,y,η(t,x,y)) = 0,

leads to the 2d rotating Saint-Venant system defined by

∂h
∂ t

+∇x,y · (hu) = 0, (II.81)

∂ (hu)
∂ t

+∇x,y · (hu⊗u)+∇x,y
(g

2
h2)=−gh∇x,yzb−Ωhu⊥, (II.82)

with u⊥ = (−v,u)T and where the variations of the atmospheric pressure, the rheology of the fluid and
the friction at the bottom have been neglected. The energy balance satisfied by (II.81)-(II.82) is given
by

∂hE
∂ t

+∇x,y ·u
(

hE +
g
2

h2
)
= 0,

with E = u2+v2

2 + g
2(η

2− z2
b).

It is very important to notice that the Coriolis forcing has no influence over the energy balance (it is
obvious since u⊥ ·u = 0). We are going to examine questions and difficulties arising when one wants
to apprximate the rotating Saint-Venant system.
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5.1 Stationary analytical solutions

We begin with simple results concerning the stationary solutions of the system (II.81)-(II.82).
The following proposition gives a family of analytical solutions for the system (II.81)-(II.82) with

a non flat topography.

Proposition II.12. Let f be any real value function, h0 a non negative constant and z0
b a constant. Then

the variables h,u,v,w, p defined by

h(t,x,y) = h0 +
1
2g

ˆ x2+y2

0
f (z)( f (z)+Ω)dz,

u(t,x,y,z) = y f (x2 + y2), (II.83)

v(t,x,y,z) =−x f (x2 + y2), (II.84)

w(t,x,y,z) =−∂x

(
(z− zb)y f (x2 + y2)

)
+∂y

(
(z− zb)x f (x2 + y2)

)
,

p(t,x,y,z) =
g
ρ0

(h+ zb− z),

zb(x,y) = z0
b−

Ω

g

ˆ x2+y2

0
f (z)dz,

are analytical solutions of the system (II.78)-(I.9).
Since the expressions (II.83) and (II.84) for u and v do not depend on the variable z, the proposed

analytical solution is also an analytical solution for the Saint-Venant system (II.81)-(II.82) with Corio-
lis.

In the case of a flat topography, the following proposition gives an analytical solution for the sys-
tem (II.78)-(I.9).

Proposition II.13. Let z 7→ f (z) be any function then the variables h,u,v,w, p defined by

h(t,x,y) = h0 +
1
2g

ˆ x2+y2

0
f (z)( f (z)−Ω)dz, (II.85)

u(t,x,y,z) = y f (x2 + y2), (II.86)

v(t,x,y,z) =−x f (x2 + y2), (II.87)

w(t,x,y,z) = 0,

p(t,x,y,z) = g(h+ zb− z),

with h0 = cst, h0 > 0 and zb(x,y) = zb,0 = cst are analytical solutions of the system (II.78)-(I.9).
Since the expressions (II.86) and (II.87) for u and v do not depend on the variable z, the proposed

analytical solution is also an analytical solution for the Saint-Venant system (II.81)-(II.82) with Corio-
lis.

Remark 2. Notice that these analytical solution do not vanish when Ω = 0. Moreover the expressions
for u, v and w do not depend on Ω. Only the expression for h depends on Ω.

Remark 3. The choice f (z) = c1ec2z where c1 and c2 are constant allows to create vortex of arbitrary
height and width. The figure II.5 illustrates the shape of these stationary analytical solutions.

Proof of Props. II.12 and II.13. The proofs rely on very simple computations. �

6 An exercice (in french)

On considère un écoulement ’shallow water’ modélisé par les équations de Saint-Venant. L’écoulement
a lieu sur une topographie donnée par x→ zb(x).
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(a) (b)

Figure II.5: A stationary vortex : (a) water depth and (b) velocity field.

Figure II.6: Notations pour les équations de Saint-Venant.
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On rappelle l’expression des équations de Saint-Venant

∂H
∂ t

+
∂ (Hū)

∂x
= 0, (II.88)

∂ (Hū)
∂ t

+
∂

∂x

(
Hū2 +

g
2

H2
)
=−gH

∂ zb

∂x
, (II.89)

où ρ1 = cste est la densité du fluide, H(x, t) est la hauteur d’eau du fluide et ū(x, t) sa vitesse, voir
figure II.6. On néglige les effets de la pression atmosphérique et de la viscosité du fluide.

1. Rappeler brièvement comment sont obtenues les équations de Saint-Venant.

2. Quelle est l’équation d’énergie vérifiée par le système (II.88)-(II.89) ? Comment est-elle obtenue ?

3. Quel est l’effet du frottement entre le fluide et la topographie ? Comment sont modifiées les
équations (II.88)-(II.89) lorsqu’un frottement de type Navier est considéré entre le fluide et la
topogrphie ?

4. On remplace l’équation (II.89) par

∂ (Hū)
∂ t

+
∂

∂x

(
Hū2 +

g
2

H2
)
=−gH

∂ zb

∂x
+S f (H, ū),

où le terme S f (H, ū) correspond à un frottement entre le fluide et la topographie. A quelle
condition le terme S f (H, ū) correspond-il à une dissipation d’énergie ?

On considère maintenant la situation décrite par la figure II.7. La topographie x→ zb(x) est con-
stituée d’un matériau ’très dur’ qui ne se déforme pas au cours du temps. Un second fluide dénommé
fluide 2, de densité ρb = cste, de hauteur Hb(x, t) et ayant pour vitesse ub(x, t) est présent. Les fluides
1 et 2 ne sont pas miscibles.

Figure II.7: Notations pour la modélisation du glissement de terrain.

5. Comment se réécrit le système (II.88)-(II.89) pour tenir compte de la nouvelle topographie x→
zb(x)+Hb(x, t)

6. Rappeler ce que signifie l’hypothèse hydrostatique pour un écoulement gouverné par les équa-
tions de Navier-Stokes.

7. En supposant que l’écoulement dans le fluide 1 est hydrostatique, quelle est l’expression de la
pression dans le fluide 1 ?

8. En supposant que l’écoulement dans le fluide 2 est hydrostatique, quelle est l’expression de la
pression dans le fluide 2 ?

9. En supposant que l’écoulement dans le fluide 2 est de type ’shallow water’, comment s’écrivent
les équations de Saint-Venant dans le fluide 2 ?
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10. On suppose que ū� gH et ub� gHb, montrer que le système formé des équations (II.88)-(II.89)
complété par le modèle obtenu à la question 9 s’écrit

∂H
∂ t

+
∂ (Hū)

∂x
= 0, (II.90)

∂ (Hū)
∂ t

+
∂

∂x

(g
2

H2
)
=−gH

∂ (zb +Hb)

∂x
, (II.91)

∂Hb

∂ t
+

∂ (Hbub)

∂x
= 0, (II.92)

∂ (Hbub)

∂ t
+

∂

∂x

(g
2

H2
b

)
=−gHb

∂ zb

∂x
−g

ρ1

ρ2
Hb

∂H
∂x

. (II.93)

11. Montrer que le système (II.90)-(II.93) est hyperbolique si et seulement si

ρ1

ρ2
< 1.

12. Proposer un schéma HLL pour approximer le système (II.90)-(II.93).

13. Simuler numériquement (II.90)-(II.91) dans le cas où Hb est connu, de la forme F(x− ct).

14. Comment faudrait-il modifier les équations (II.91) et (II.93) pour modéliser un frottement de type
Navier entre les fluides 1 et 2 ?

15. On suppose maintenant que zb = z0
b = cste. Montrer que le fluide 1 vérifie l’équation des ondes

∂ 2H
∂ t2 −

∂

∂x

(
gH

∂H
∂x

)
= g

∂

∂x

(
H

∂Hb

∂x

)
. (II.94)

16. Dans l’équation (II.94), on suppose H = H0+h avec H0 = cste et h�H0. De plus, on considère
que Hb = Hb(x, t) est de la forme

Hb = F(x− ct),

avec c = cste. Montrer que h satisfait l’équation

∂ 2h
∂ t2 −gH0

∂ 2h
∂x2 =−gH0F ′′(x− ct). (II.95)

17. On cherche des solutions de l’équation (II.95) sous la forme h(x, t) = h̄(x−c1t). A quelle condi-
tion sur c1 peut-on avoir un effet de résonance ?

Remark 4. Pour répondre aux questions 12 et 13, il faut avoir vu le chapitre IV traitant de l’approximation
numérique.
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Chapter III

Around the Saint-Venant system
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We will see in chapter V that even if the Saint-Venant system is a useful and efficient model, it
fails to represent several type of complex flows, typically when the vertical acceleration is not small
compared to the gravity effects or when the velocity field strongly varies along the vertical direction.

Despite some weaknesses, the Saint-Venant system remains a complex model to analyse and in
several situations, simpler models than the Saint-Venant system can be useful. This is the objective of
this chapter to present some of them.

1 Wave equation

1.1 Origins of the wave equation

Let us consider a string, its mass per unit length is denoted µ . It is stretched by a tension T (x), which is
much larger than the weight of the string, see Fig III.1. Applying the fondamental principle of dynamics
to a small piece of the string of length dx and mass µdx we obtain over the axis x the balance

µdx
∂ 2y
∂ t2 = T (x+dx) tan(θ(x+dx))−T (x) tan(θ(x)).

The length dx and the angle θ(x) being small, we can write

tanθ(x)≈ θ(x)≈ ∆y
∆x
≈ ∂y

∂x
,

and assuming T (x+dx) = T (x) = T0 = cst, we get

T (x+dx) tan(θ(x+dx))−T (x) tan(θ(x)) = T0(tan(θ(x+dx)− tan(θ(x))≈ T0
∂θ

∂x
dx≈ T0

∂ 2y
∂x2 dx.

Therefore the motion equation of the string is given by

∂ 2y
∂ t2 = c2

0
∂ 2y
∂x2 , (III.1)

with

c0 =

√
T0

µ
.

Figure III.1: Tension of the string between x and x+dx.

Equation (III.1) is called the wave equation. Depending on the imposed initial and boundary
conditions, it admits two type of solutions, namely
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• considering a very long string and imposing an initial condition at time t0 of the form

y(x, t0) = y0(x),

then, far away from the boundary of the string, the d’Alembert solution of (III.1) can be written
under the form

y(x, t) =
1
2

y0(x− c0(t− t0))+
1
2

y0(x+ c0(t− t0)t),

that consists in the propagation of two solitary waves one with velocity c0 and the other with
velocity −c0.

1.2 From Saint-Venant to the wave equation

Let us recall the formulation of the Saint-Venant system (II.28)-(II.29)

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0, (III.2)

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
=−gH

∂ zb

∂x
, (III.3)

without bottom friction and with pa = pa
0 = cst, see Fig. I.1 for the notations.

Let us assume
∂ (Hū2)

∂x
� g

2
∂H2

∂x
, (III.4)

then the Saint-Venant system becomes

∂η

∂ t
+

∂

∂x

(
Hū
)
= 0, (III.5)

∂ (Hū)
∂ t

+gH
∂η

∂x
= 0, (III.6)

where we have used that the free surface η is defined by η = H + zb and since zb = zb(x) we have

∂η

∂ t
=

∂H
∂ t

.

Now differentiating (III.5) with respect to time t and (III.6) with respect to x leads to the equation

∂ 2η

∂ t2 −
∂

∂x

(
gH

∂η

∂x

)
= 0, (III.7)

that is nothing else than a 1d wave equation with the non-homogenous velocity
√

gH. When H(x, t)
slowly varies in space i.e.

H ≈ H0 = cst,

then Eq. (III.7) reduces to
∂ 2η

∂ t2 −gH0
∂ 2η

∂x2 = 0, (III.8)

Remark 5. The assumption (III.4) does not mean

Hū2� g
2

H2,

that is the assumption of low Froude flow. Indeed, we have

• for x≈ 0, sin(1
x )�

1
x , but d

dx

(
sin(1

x )
)
6� 1

x2 ,

and conversely

• for x≈ 0, d
dx cos(x)� d

dx x, but cos(x) 6� x.
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2 Potential flows

Starting from the Euler or Navier-Stokes equations, simplified models can also be derived using the
assumption of potential flows. This assumption consists in considering the flow does not admit vortex.
In other words, the fluid is supposed to be irrotational.

2.1 General formulation

The mathematical significance of the notion of irrotationality is given by the relation (in 2d with the
velocity field (u,w))

∂u
∂ z
− ∂w

∂x
= 0. (III.9)

For a 3d flow with the velocity field (u,v,w), the previous relation becomes

∇∧

u
v
w

= 0

or equivalently

∂w
∂y
− ∂v

∂ z
= 0,

∂u
∂ z
− ∂w

∂x
= 0,

∂v
∂x
− ∂u

∂y
= 0.

Starting from the 2d incompressible Euler equations (I.17)-(I.19), the assumption (III.9) ensures there
exists a unique function Φ called the velocity potential and such that

u =
∂Φ

∂x
,

w =
∂Φ

∂ z
.

(III.10)

Thus, the divergence free condition becomes

∂Φ

∂x2 +
∂Φ

∂ z2 = 0, (III.11)

that is a very famous partial differential equation called the Laplace equation. Moreover, using the
expression (III.10) for u and w in Eqs. (I.18)-(I.19) leads to

∂Φ

∂ t
+

(
∂Φ

∂x

)2

+

(
∂Φ

∂ z

)2

+ p+gz =C(t). (III.12)

The system (III.11)-(III.12) is completed by the boundary conditions (I.9),(I.11). The boundary condi-
tion (I.20) means at the free surface we have

∂Φ

∂ t
+

(
∂Φ

∂x

)2

+

(
∂Φ

∂ z

)2

+gη = 0.

The analysis of the system (III.11)-(III.12) is a very difficult mathematical problem, but in simplified
situations such as

• small waves amplitude,

• special form of the velocity potential,

the system can lead to interesting models.
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2.2 The Airy wave model

Let us suppose the advection terms in (III.12) can be neglected and the topography is flat i.e. zb(x) =
zb,0 = 0. We introduce H0 the typical water depth of the considered flow. We define a velocity potential
of the form

Φ = a
ω

k
cosh(k(z− zb,0))

sinh(kzb,0)
sin(kx−ωt),

with ω2 = gk tanh(kH0) and the free surface variations governed by

∂H
∂ t

+
∂Φ

∂ z

∣∣∣∣
z=H(x,t)

= 0.

Then we have ∆Φ = 0 and

H = H0 +
a
g2

sinh(kz)cos(kx−ωt)(
tanh2 (kH0)

)
sinh(kH0)

. (III.13)

This means that H defined by (III.13) and the velocities u,w defined by

u =
∂Φ

∂x
, w =

∂Φ

∂ z
,

are solutions of the approximate Euler system

∂u
∂x

+
∂w
∂ z

= 0,

∂u
∂ t

+
∂ p
∂x

= 0,

∂w
∂ t

+
∂ p
∂ z

=−g,

completed with the boundary conditions

wb = 0,
∂H
∂ t

= ws,

and ps = 0.
Notice that when H0 is small, the dispersion relation

c2 =
ω2

k2 = g
tanh(kH0)

k
,

gives c≈
√

gH0 and we recover the wave velocity in the classical Saint-Venant system.

3 Erosion models

The main concern of morphodynamics is to determine the evolution of bed levels for hydrodynamic
systems such as rivers, estuaries, bays and other nearshore regions where water flows interact with
the bed geometry. Example of applications include among others, beach profile changes due to severe
wave climates, seabed response to dredging procedures or imposed structures, and harbour siltation.
The ability to design numerical methods able to predict the morphodynamic evolution of the coastal
seabed has a clear mathematical and engineering relevances [116, 119, 65, 101, 48]. In practice, mor-
phodynamic problems involve coupling between a hydrodynamic model, which provides a description
of the flow field leading to a specification of local sediment transport rates, and an equation for bed
level change which expresses the conservative balance of sediment volume and its continual redistri-
bution with time. In the current study, the hydrodynamic model is described by a multi-layer shallow
water equations and the sediment transport is modelled by the Exner equation. Morphodynamic cou-
pling between classical shallow water system and Exner equation has been recently studied in some
works [39, 40, 7].
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3.1 Exner type models

Let us consider the Saint-Venant system (II.28)-(II.29). Since we consider a erodable bed, this means
the bottom topography zb also depends on time t i.e. zb = zb(x, t). And the modelling of erosion
processes require to find out the governing equation for the dynamical behavior of zb(x, t). To update
the bed-load in the system (III.2)-(III.3), the Exner equation given by

(1− p)
∂ zb

∂ t
+

∂Qs

∂x
= 0, (III.14)

is often used. In the preceding equation p denotes the sediment porosity assumed to be constant and
the sediment discharge Qs can be evaluated by the simple Grass formula introduced in [65]

Q(u) = Au‖u‖m,

with u is the fluid velocity in the Saint-Venant system, m and A are coefficients usually obtained from
experiments taking into account the grain diameter and the kinematic viscosity of the sediment. In
practice, the values of the coefficient A are between 0 and 1 depending on the interaction between the
sediment transport and the water flow. Another formula, due to Meyer-Peter and Müller, frequently
used for the sediment discharge Qs is given in [101]

Qs(h,u) = 8
√

g(s−1)d3
50

(
n2

bu2

(s−1)d50
3
√

h
−0.047

) 3
2

,

where we denote the grain specific gravity s = ρs
ρw

with ρw (resp. ρs) the water density (resp. the sedi-
ment density). Note that most of existing formulations for sediment transport models are empirical to
differing extents and have been derived from experiments and measured data. Notice that the parame-
ters nb, d50, s, p and A appeared in above equations are user-defined constants in the sediment transport
model. In practice, the selection of these coefficients are problem dependent.

The calibration of the erosion models is a difficult question but the form of Eq. (III.14) raises
another major issue. Indeed, the Saint-Venant system coupled with the Exner equation (III.14) does
not admit any energy balance [EX].

3.2 Derivation of the Exner model

Let us consider a two-layer fluid each layer being incompressible, inviscid. We also assume the two
fluids are immiscible. They are characterized by their densities ρ1,ρ2, their water depths h1,h2 and
their velocities u1,u2. The fluid densities are constant ρ1 = cst, ρ2 = cst with ρ1 < ρ2. The bottom
topography is zb = zb(x), see Fig III.2. We propose to model this system using a shallow water type

Figure III.2: A two-layer fluid.
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model. It consists in the superposition of two Saint-Venant type systems

∂ (ρ1h1)

∂ t
+

∂ (ρ1h1u1)

∂x
= 0,

∂ (ρ1h1u1)

∂ t
+

∂

∂x

(
ρ1h1u2

1 +ρ2gh1h2 +
ρ1g
2

h2
1

)
=−g(ρ1h1 +ρ2h2)

∂ zb

∂x
−κu1−κ1,2(u2−u1),

∂ (ρ2h2)

∂ t
+

∂ (ρ2h2u2)

∂x
= 0,

∂ (ρ2h2u2)

∂ t
+

∂

∂x

(
ρ2h2u2

2 +
ρ2g
2

h2
2

)
=−ρ2gh2

∂

∂x
(zb +h1)+κ1,2(u2−u1).

(III.15)

The derivation of the two-layer model (III.15) is a simple extension of the one layer Saint-Venant sys-
tem (II.28)-(II.29). The main difficulty is the writting of the pressure. From the hydrostatic assumption,
it is easy to see that in the layer 2, the expression of the fluid pressure is given by

p = ρ2g(h1 +h2 + zb− z),

whereas in the layer 1, the fluid pressure is given by

p = ρ2gh2 +ρ1g(h1 + zb− z).

The friction term between the two layers are given by κ1,2(u2−u1) and the bottom friction is κu1.
If the fluid 1 corresponds to water and the fluid 2 models the bedload of a river, it is reasonable to

assume u1�
√

gh1 and the acceleration of the fluid is small i.e.

∂ (ρ1h1u1)

∂ t
≈ 0.

Therefore, the second equation of (III.15) reduces to

u1 = u2 +A (ρ1,ρ2,h1,h2,zb),

and replacing this expression for u1 in the first equation of (III.15) leads to a relation of the form

∂ (h1 + zb)

∂ t
+

∂

∂x
(h1B(u2,ρ1,

ρ2

ρ1
,h1,h2,zb)) = 0, (III.16)

where we have used the assumption zb = zb(x) i.e.

∂ zb

∂ t
= 0.

And in the simplified situation we have considered, we recover that the equation (III.16) has the form
of the Exner equation (III.14).

4 A Saint-Venant system with complex rheology

In chapter II, we have derived the Saint-Venant system as an approximation of the Navier-Stokes equa-
tions considering a Newtonian fluid. When considering a fluid with a more complex rheology, as
described in Section 7, the derivation of shallow water type models is often tricky. The main reason is
that the constitutive laws for complex fluids are often based on sophisticated considerations and proper-
ties of the strain tensor that can hardly be reduced to 2d by the shallow water assumption when starting
from the 3d Navier-Stokes system.

Nevertheless, there exist several shallow water type models derived for fluid with complex rheology,
see [97, 93, 25, 115] and references therein. To illustrate this, we give below a model based on the
Saint-Venant equations with a Coulomb type friction. The friction law is based on the empirical variable
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friction coefficient proposed by Pouliquen and Forterre [115]. The model is used to simulate unconfined
granular flow over an inclined plane [97] and it reads

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0, (III.17)

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
=−gH

∂ zb

∂x
+H f , (III.18)

where the friction force f = f (x, t) must satisfy{
| f (x, t)|6 gµ,

u(x, t) 6= 0 ⇒ f (x, t) =−gµ
u(x,t)
|u(x,t)|

(III.19)

The system (III.17)-(III.18) appears as a slight modification of the classical Saint-Venant system with
friction (II.28)-(II.29). But the friction law (III.19) is singular (multivalued) when u tends to zero and
this leads to significant difficulties. As an example, in the system (III.17)-(III.18) the steady states at
rest play a crucial role since they describe the static/mobile transition and are not characterized by the
“lake at rest” situation. Indeed they are given by

u = 0,
∂

∂x
(H + zb) = f ,

or equivalently,

u = 0,
∂

∂x
(H + zb)6 µ.
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Chapter IV

Numerical methods

In this chapter we are interested in the discretization of the Saint-Venant system using a finite volume
approach. The numerical treatment of the conservative part is classical and can be used for various
hyperbolic conservation laws. Even if efficient techniques exists for the discretization of the source
terms, it remains tricky.
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1 Numerical methods for the conservative system

We first introduce the notations for the discrete Saint-Venant system then we recall the basis properties
for a finite volume scheme. In this section we consider the homogenous Saint-Venant system

∂H
∂ t

+
∂

∂x

(
Hū
)
= 0,

∂ (Hū)
∂ t

+
∂ (Hū2)

∂x
+

g
2

∂H2

∂x
= 0,

the discretization of the source terms Sb and S f (see (II.46)) that is often tricky is presented in Section 2.

1.1 Notations

To approximate the solution of the Saint-Venant system, we use a finite volume framework. We assume
that the computational domain is discretised by I nodes xi. We denote Ci the cell of length ∆xi =
xi+1/2− xi−1/2 with xi+1/2 = (xi + xi+1)/2. For the time discretization, we denote tn = ∑k6n ∆tk where
the time steps ∆tk will be precised later though a CFL condition. The ratio between the space and time
steps is σn

i = ∆tn/∆xi. We denote Xn
i = (Hn

i ,q
n
i ) the approximate solution at time tn on the cell Ci with

qn
i = Hn

i un
i i.e.

Xn
i ≈

1
∆xi

ˆ
Ci

X(tn,x)dx.

A finite volume conservative scheme for solving (II.28)-(II.29) (without source terms) is a formula of
the form

Xn+1
i = Xn

i −σ
n
i

(
F n

i+1/2−F n
i−1/2

)
, (IV.1)

telling how to compute Xn+1
i at the next time level, knowing the values Xn

i at time tn. In a first step, we
consider only first-order three points schemes where

F n
i+1/2 = F (Xn

i ,X
n
i+1). (IV.2)

The function F (Xl,Xr) is called the numerical flux and determine the scheme.
It is important to say that it is always necessary to impose what is called a CFL condition (for

Courant, Friedrichs, Levy) on the timestep so that the scheme does not blow up. A CFL condition has
the form

∆t 6 a∆xi,

where a is an approximation of the speed of propagation.

Remark 6. When source terms are considered, the scheme (IV.1) becomes

Xn+1
i = Xn

i −σ
n
i

(
F n

i+1/2−F n
i−1/2

)
+∆tnSn/n+1

v, f +∆tnSn
b,

corresponding to a discretization of (II.46).

1.2 Consistency and stability

Many methods exist to determine a numerical flux. The two main criteria that enter in its choice are
its stability properties and the accuracy it has, which can be measured by the amount of viscosity it
produces and by the property of exact computation of particular solutions to (II.46).

The consistency is the minimal property required for a scheme to ensure the approximation of the
equation is correct. For a conservative scheme, we define it as follows

Definition IV.1. We say that the scheme (IV.1)-(IV.2) is consistent with (II.46) (without source terms)
if the numerical flux satisfies

F (X ,X) = F(X).
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We can see that this condition guarantees obviously that if for all i, Xn
i = cst then also Xn+1

i = cst.
The stability of the scheme can be analysed in different ways, but we shall retain here the conser-

vation of an invariant domain and the existence of a discrete entropy inequality. They are defined as
follows.

Definition IV.2. We say that the scheme (IV.1)-(IV.2) preserves a convex invariant domain X (in the
sense of (II.54)) if under a CFL condition,

Xn
i ∈X for all i ⇒ Xn+1

i ∈X for all i.

Definition IV.3. We say that the scheme (IV.1)-(IV.2) satisfies a discrete entropy inequality associated
with the convex entropy ζ for (II.46), if there exists a numerical entropy flux function G , consistent
with the exact entropy flux G, such that under some CFL condition, the discrete values calculated
in (IV.1)-(IV.2) automatically satisfies

ζ (Xn+1
i ) = ζ (Xn

i )−σ
n
i

(
G n

i+1/2−G n
i−1/2

)
. (IV.3)

For the kinetic scheme presented in paragraph 3 (pages 69), we give a discrete entropy inequality.

Remark 7. For the stability analysis of a finite volume scheme, the flux definition has to rewritten so
that the contribution of the cells i and i+ 1 clearly appears. Hence, the flux splitting that consists in
being able to write

F n
i+1/2 = F̃ (Xn

i )+ F̃ (Xn
i+1).

is an important ingredient.

1.3 Godunov’s scheme

Simple quadrature formula in space and time gives that the numerical fluxes in (IV.1) are defined by

F n
i+1/2 =

ˆ tn+1

tn
F(Xi+1/2)dt.

The Godunov method [61] consists in replacing the time integral with a forward Euler method

ˆ tn+1

tn
F(Xi+1/2)dt ≈ ∆tnF GOD(Xn

i ,X
n
i+1),

where F GOD(Xn
i ,X

n
i+1) is an approximation to the exact solution of the Riemann problem.

1.4 Approximate Riemann solver of Harten, Lax, Van Leer

The notion of approximate Riemann solver of Harten, Lax, Van Leer is the most general tool involved
in the construction of numerical schemes. In fact, relaxation solvers, kinetic solvers and Roe solvers
enter this framework.

We define the Riemann problem for the homogenous system (II.46) to be the problem of finding
the solution of (II.46) with Riemann initial data

X0(x) =
{

Xl if x < 0,
Xr if x > 0,

for two given constants Xl and Xr. By a simple rescaling this solution is indeed a function of x/t.

Definition IV.4. An approximate Riemann solver for (II.46) is a vector function R(x/t,Xl,Xr) that is an
approximation of the solution of the Riemann problem, in the sense that it must satisfy the consistency
relation

R(x/t,X ,X) = X ,
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and the conservativity identity
Fl(Xl,Xr) = Fr(Xl,Xr),

where the left and right numerical fluxes are defined by

Fl(Xl,Xr) = F(Xl)−
ˆ 0

−∞

(R(v,Xl,Xr)−Xl)dv, (IV.4)

Fr(Xl,Xr) = F(Xr)−
ˆ +∞

0
(R(v,Xl,Xr)−Xr)dv. (IV.5)

It is possible to prove that the exact solution to the Riemann problem satisfies these properties.
However, the above definition is rather motivated by numerical schemes. Indeed to an approximate
Riemann solver we can associate a conservative numerical scheme as explained below.

We define an approximate solution X(t,x) for tn < t < tn+1 by

X(t,x) = R
(

x− xi+1/2

t− tn ,Xn
i ,X

n
i+1

)
, for xi < x < xi+1.

According to (IV.4),(IV.5) we get

Xn+1
i =

1
∆xi

ˆ xi+1/2

xi−1/2

X(tn+1,x)dx

=
1

∆xi

ˆ xi

xi−1/2

R
(

x− xi−1/2

∆tn ,Xn
i−1,X

n
i

)
dx+

1
∆xi

ˆ xi+1/2

xi

R
(

x− xi+1/2

∆tn ,Xn
i ,X

n
i+1

)
dx

=
1

∆xi

ˆ ∆xi
2

0
R
( x

∆tn ,X
n
i−1,X

n
i

)
dx+

1
∆xi

ˆ − ∆xi
2

0
R
( x

∆tn ,X
n
i ,X

n
i+1

)
dx

=
1

∆xi

ˆ ∆xi
2

0

(
R
( x

∆tn ,X
n
i−1,X

n
i

)
−Xn

i

)
dx+

1
∆xi

ˆ − ∆xi
2

0

(
R
( x

∆tn ,X
n
i ,X

n
i+1

)
−Xn

i

)
dx.

1.5 Two well-known fluxes

Several fluxes can be used in (IV.1) and we give the expression for two well-known fluxes namely, HLL
(Harten, Lax, Van Leer) and Rusanov.

For the homogenous Saint-Venant system, we have

X =

(
H
Hū

)
, F(X) =

(
Hū

Hū2 + g
2 H2

)
,

and

λ
n
1 (X

n
i ) = un

i +
√

gHn
i ,

λ
n
2 (X

n
i+1) = un

i+1−
√

gHn
i+1,

then the Rusanov fluxes are defined by

F Rus(Xn
i ,X

n
i+1) =

F(Xn
i )+F(Xn

i+1)

2
−max

k=1,2

(
|λ n

k (X
n
i )|, |λ n

k (X
n
i+1)|

) Xn
i+1−Xn

i

2
.

Let

cn
1 = min

k=1,2

(
min

X=Xn
i ,X

n
i+1

λ
n
k (X)

)
, and cn

2 = max
k=1,2

(
max

X=Xn
i ,X

n
i+1

λ
n
k (X)

)
,

then the HLL fluxes is given by

F HLL(Xn
i ,X

n
i+1) =


F(Xn

i ) if cn
1 > 0

cn
2F(Xn

i )−cn
1F(Xn

i+1)

cn
2−cn

1
+

cn
2cn

1
cn

2−cn
1
(Xn

i+1−Xn
i ) if cn

1 < 0 < cn
2

F(Xn
i+1) if cn

2 6 0
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Starting from a flux definition for the Saint-Venant system (II.28)-(II.29) (without source terms), pro-
pose a flux definition for the Saint-Venant with a passive tracer i.e. (II.28)-(II.29),(II.37) [EX].

For the HLL and Rusanov fluxes, we have the following property

Proposition IV.5. Under the CFL condition

∆tn 6
mini∈I ∆xi

maxi∈I(|un
i |+

√
gHn

i )
,

the finite volume scheme (IV.1) coupled with the HLL or Rusanov flux is positive.

The proof of the positivity of the kinetic scheme under a CFL condition is given in paragraph 3.3
(page 71).

2 Numerical treatment of the source terms

The solutions of the Saint-Venant system (II.38)-(II.39) can exhibit very particular solutions because
of the source terms. In this paragraph, we present some aspects of the numerical methods allowing to
deal in a more or less efficient and robust way – with these source terms. Notice that the derivation of
acurate numerical schemes for conservation laws with source terms is far from being obvious.

2.1 Operator splitting

This method – also called fractional time step method – is the most simple for a numerical treatment of
the source terms. The key idea is the following. Let us consider a Cauchy problem having the form{

∂W
∂ t = A(W )+B(W ), t > 0,

W|t=0 =W0,

where W0 is the inital datum and A,B are operators, possibly differential operators. To approximate this
system, we define the time step ∆t and we define the sequence (W n)n∈N approximating (W|t=n∆t)n∈N
with the following iterative scheme

W n+1/2 =W n +∆t A(W n),

W n+1 =W n+1/2 +∆t B(W n+1/2),
.

Therefore, for a given time step ∆t, each operator is solved separetely. And when another operator is
added, it is only necessary to add the associated numerical discretization without any other modifica-
tion. This technique is based on the Lie-Trotter-Kato formula, where t = n∆t,

et(A+B) = lim
n→∞

[
e∆tA× e∆tB]n ,

defining the convergence, in the sense of the semi-groups, of the operator splitting, see [130, 81].
In general, this method leads to a stable and consistent discretization. Indeed, the separation of

each operator implies that each of them can be considered independantly from the others. And for
each operator, an efficient numerical technique can be used. For the Saint-Venant system (II.63), the
operator splitting can be written under the form

A =−divF(X), B = Sb(X)+Sv, f (X). (IV.6)

The numerical resolution of the first step can be performed with a standard finite volume scheme

Xn+1/2
i = Xn

i −
∆t
∆x

(
F (Xn

i ,X
n
i+1)−F (Xn

i−1,X
n
i )
)
, (IV.7)

and the second step can be solved using the implicit Euler method e.g.

Xn+1
i = Xn+1/2

i +∆t B(Xn+1
i ).
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We do not discuss here the choice of F the fluxes for the homogenous part. This is detailed in para-
graphs 3 (page 69) for the kinetic fluxes and in paragraph 1.5 (page 57) for HLL and Rusanov fluxes.

The operator splitting is easy to implement and generally gives satisfactory results but sometimes
it fails. . . Even if the strategy seems to converge towards the expected solution, the lack of consistency
can be very large even it tends to 0 when ∆t,∆x→ 0, this corresponds to the constant coming from
O(∆x+∆t).

The preservation of stationary states for the the Saint-Venant system (II.61) gives a well-known
example of such a behavior. Let us introduce the following family of numerical scheme

Definition IV.6. A numerical scheme is said to be well-balanced for the stationary states (II.61) if it
satisfies the following property

if ∀i, j ∈ Z, (Hu)0
i = 0 and H0

i + zbi = H0
j + zb j ,

implies that ∀n> 0 and ∀i ∈ Z, one has Hn
i = H0

i and (Hu)n
i = 0.

(We omit the vaccum case H0
i = 0.)

This notion of well-balanced scheme defined in 1d remains valid in 2d and corresponds to a discrete
version of (II.61).

Proposition IV.7. Any numerical scheme obtained from a operator splitting (IV.6) is not well-balanced
for the stationary states (II.61).

Proof. We consider a stationary regime with a non constant topography i.e. ∃i0 such that zbi0
6= zbi0+1 .

This implies H0
i0 6= H0

i0+1. Consequently, in the finite volume scheme (IV.6), the flux calculated at the
interface i0 +1/2 have different arguments, namely

H1/2
i0 6= H0

i0 .

Now we consider the second step. The problem to solve is

∂H
∂ t

= 0,

∂Hu
∂ t

=−gH
∂ zb

∂x
−S f .

The discretization of the first equation gives H1
i0 =H1/2

i0 6=H0
i0 meaning the scheme is not well-balanced.

�

2.2 Direct discretization of the source term

A very natural idea is to define a “one step” numerical scheme meaning the source term discretization
is integrated in the scheme

Xn+1
i = Xn

i −
∆t
∆x

(
F (Xn

i ,X
n
i+1)−F (Xn

i−1,X
n
i )
)
+∆tS (Xn

i−1,X
n
i ,X

n
i+1;∆x) (IV.8)

where S is a consistent discretization of the source term. Nevertheless, it is easy to see that such a
formulation does not lead, for any S , to a well-balanced scheme. Indeed, the computation of Hn+1

i is
the same as the one obtained in the fractional time step strategy.

To avoid these difficulties, a strategy could be to consider implicit or semi-implicit discretization
(in time) of the source term. Unfortunately, implicit schemes leads to costly numerical resolution since
the the compactness of the stencil, when considering explicit time scheme, is lost.
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2.3 Well-balanced schemes

The two previous praragraphs emphasize that in order to obtain a well-balanced scheme, the topography
source term has also to appear to some extent, in the conservative part. Notice that, once a well-
balanced scheme for the stationary states (II.61) without friction has been obtained, it can easily be
extended using the splitting [EX]

A =−divF(X)+Sb(X), B = Sv, f (X).

Consequently, we only have to derive well-balanced scheme for the system

∂H
∂ t

+
∂Hū
∂x

= 0,

∂Hū
∂ t

+
∂

∂x

(
Hu2 +gH2/2

)
=−gH

∂ zb

∂x
,

Moreover, we assume a piecewise constant discretization of the topography under the form

zbi =
1

∆x

ˆ
Ci

zb(x) dx.

A general formulation of the schemes taking into account the source term can be written as follows

Xn+1
i = Xn

i −σ
n
i
(
F−(Xn

i ,X
n
i+1,zbi+1− zbi)−F+(Xn

i−1,X
n
i ,zbi− zbi−1)

)
, (IV.9)

where the numerical fluxes F− and F+ have to satisfy the following properties

• classical conservation : F−(X ,Y,0) = F+(X ,Y,0),

• classical consistency : F−(X ,X ,0) = F(X),

• consistency with the source term : F+(X ,Y,S)−F−(X ,Y,S)≈−gHS.

The last properties is not clearly defined –see [24] for a discussion on this subject – it means the source
term only appears at the interfaces of the mesh.

The notion of well-balanced scheme given in definition IV.6 corresponds to a definition “by cell”.
Using the writting (IV.9), we can deduce a necessary condition so that the scheme is well-balanced and
this definition now corresponds to a characterization “by interface”.

Proposition IV.8. Let (X̄i, z̄bi)i∈Z be the discretization of a stationary state (see the definition IV.6). If
the numerical scheme (IV.9) satisfies ∀i ∈ Z

F−(X̄i, X̄i+1, z̄bi+1− z̄bi) = F(Xi) et F+(X̄i, X̄i+1, z̄bi+1− z̄bi) = F(Xi+1),

then it is a well-balanced scheme for the stationary state (II.61).

Proof. [EX] �

The question is now to derive a well-balanced scheme and this is far from being obvious. The first
techniques proposed leading to well-balanced schemes appeared in the literature ten or fifteen years
ago but some new results are regularly proposed. Let us examine some examples of the proposed
techniques.
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2.3.1 Godunov type schemes

The idea of these schemes relies on the formalism of Godunov’s scheme. First, we introduce the
discretized topography

zb∆
(x) = ∑

i∈Z
zbi1Ci(x).

The topography zb is replaced by zb∆
within the system (II.63) and an integration over (n∆t,(n+1)∆t)×

Ci leads to

ˆ
Mi

(
X((n + 1)∆t,x) − X(n∆t,x)

)
dx +

ˆ (n+1)∆t

n∆t

(
F(X(t,x−i+1/2)) − F(X(t,x+i−1/2))

)
dt = 0,

where f (x−i+1/2) and f (x+i+1/2) are the left and right traces of the function f at point xi+1/2. As for the
Godunov scheme in the conservative case, we deduce the scheme

Xn+1/2
i = Xn

i −
∆t
∆x

(
F(X (0−;Xn

i ,X
n
i+1,zbi+1− zbi))−F(X (0+;Xn

i−1,X
n
i ,zbi− zbi−1))

)
,

where X (x/t;Xg,Xd ,zbd − zbg) is the exact or approximated solution of the Riemann problem
∂X
∂ t +

∂F(X)
∂x =

(
0

−gH(zbd − zbg)δ0(x)

)
,

X(0,x) =

{
Xg if x < 0,
Xd if x > 0.

(IV.10)

We will see later some aspects of the resolution of this problem. If there exists a solution to prob-
lem (IV.10) then we obtain, from the writting (IV.9), numerical fluxes having the form

F±(X ,Y,S) = F(X (0±;X ,Y,S)). (IV.11)

And hence, the following proposition holds.

Proposition IV.9. If the Riemann solver X satisfies the property

if X1, X2 and S satisfies H1 = H2 +S and u1 = u2 = 0,
then X (0−;X1,X2,S) = X1 and X (0+;X1,X2,S) = X2,

(IV.12)

then the scheme (IV.9)-(IV.11) is well-balanced for the stationary states (II.61).

Proof. [EX] �

In fact, the property (IV.12) means that if the initial datum of the Riemann problem (IV.10) corre-
sponds to a stationary state having the form (II.61) then the solution of the Rieman problem is stationary
i.e.

X (ξ ;X1,X2,S) =

{
X1 if ξ < 0,
X2 if ξ > 0.

[EX]

Linearized Riemann solver In a first step, we construct an approximated Riemann solver (IV.10).
Let Xapp(x/t;Xg,Xd ,zbd − zbg) be the exact solution of the Riemann problem

∂X
∂ t +F ′(X0)

∂X
∂x =

(
0

−gH(zbd − zbg)δ0(x)

)
,

X(0,x) =

{
Xg if x < 0,
Xd if x > 0,

(IV.13)
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where X0 = (Xg +Xd)/2 et

F ′(X) =

(
0 1

gH−u2 2u

)
.

Since this problem – corresponding to a linearized Riemann problem – is linear, it can be solved ex-
plicitely and it remains to prove Xapp satisfies the property (IV.12), see [56] for more details about
these numerical schemes [EX].

Exact Riemann solver When resonant cases are excluded, we can propose a resolution technique for
the Riemann problem. Let us define the sets

T−(Xg) = {X (0−;Xg,X ,0),X ∈Ω} and T+(Xd) = {X (0+;X ,Xd ,0),X ∈Ω}

where X (x/t;X ,Y,0) is the exact solution of the Riemann problem associated with the Saint-Venant
system without topography. Thus, T−(Xg) (resp. T+(Xd)) is the set of reachable states at x/t = 0−

(resp. x/t = 0+) across non positive velocity waves (resp. non negative) from Xg (resp. Xd). Since the
bottom is flat for x/t < 0 et x/t > 0, the resolution of the Riemann problem (IV.10) consists in finding
two states X−,X+ ∈Ω satisfying{

X− ∈T−(Xg)

X+ ∈T+(Xd)
and

{
I1
0 (X−) = I1

0 (X+)

I2
0 (X−,zbg) = I2

0 (X+,zbd )
. (IV.14)

We do not discuss here the existence of X− and X+, the reader can refer to [77, 78, 84, 5, 58, 43].
Nevertheless, the following result holds Néanmoins, on peut vérifier le résultat qui nous intéresse :

Proposition IV.10. The exact Riemann solver X based on the resolution of (IV.14) satisfies the prop-
erty (IV.12). Therefore, the associated numerical scheme is a well-balanced scheme.

Proof. It is enough to prove that X (ξ ,X1,X2,S) = X11ξ<0 +X21ξ>0 satisfies the relations (IV.14). On
the one hand, it is obvious that for any X1,X2 ∈Ω, X1 ∈ T−(X1) and X2 ∈ T+(X2). On the other hand,
if X1, X2 and S satisfies H1 = H2 +S and u1 = u2 = 0, one has

I1
0 (X1) = I1

0 (X2) = 0

and
u2

1
2
+gH1 =

u2
2

2
+gH2 +gS,

therefore I2
0 (X1,β ) = I2

0 (X2,β +S) for all β ∈ R. �

Notice that there exist other approximated Riemann solvers allowing to obtain well-balanced schemes.
As an example, one may think to a HLL type scheme including the stationary wave. The use of another
linearization in (IV.13) is also possible.

2.3.2 Schemes with reconstruction

Let us assume the equilibria we want to preserve can be defined by the means of two functions Ψ− and
Ψ+ i.e.

X1 and X2 satisfies an equilibrium⇐⇒ X1 = Ψ−(X2,S)

⇐⇒ X2 = Ψ+(X1,S).
(IV.15)

Then we can easily propose a well-balanced scheme [68, 63].

Proposition IV.11. Let us consider the numerical scheme (IV.9) with the numerical scheme defined by

F−(X ,Y,S) = F (X ,Ψ−(Y,S)) and F+(X ,Y,S) = F (Ψ+(X ,S),Y ),

where F is a numerical flux consistent with the Saint-Venant equations without topography. Then this
is a well-balanced scheme.
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Proof. If X and Y satisfies the equilibrium then X = Ψ−(Y,S). We deduce that

F−(X ,Y,S) = F (X ,Ψ−(Y,S)) = F (X ,X) = F(X).

Likewise we obtain
F+(X ,Y,S) = F (Ψ+(X ,S),Y ) = F (Y,Y ) = F(Y ),

and we conclude using prop. IV.8. �

Unfortunately, for the stationary states (II.61), it is not possible to find functions Ψ± satisfy-
ing (IV.15). Indeed, let us try to construct the function Ψ−. From the first =⇒ in (IV.15), we necessarily
have

Ψ−(X2,S) =
(

H2 +S
0

)
. (IV.16)

But if now we assume (IV.16) then (IV.15) does not hold (or only when u2 = 0 inducing a lack of
consistency).

Nevertheless, a modification of the numerical scheme proposed in prop. IV.11 can lead to a well-
balanced scheme, it is detailed hereafter.

2.3.3 Hydrostatic reconstruction

The hydrostatic reconstruction proposed by Audusse et al. [8] is a very simple technique with recon-
struction ensuring the equilibrium at rest, the positivity and the consistency starting from any solver for
the homogenous system.

The idea is to propose and analyze a finite volume scheme with flux functions

F n
i+1/2 = F (Xn

i+1/2−,X
n
i+1/2+), (IV.17)

where the interface values Xn
i+1/2−,X

n
i+1/2+ are derived from a local hydrostatic reconstruction to be

described shortly, which is similar to second-order reconstructions in higher-order methods. The to-
pography source term is discretized as

Sb,i =

(
0

g
2(H

n
i+1/2−)

2− g
2(H

n
i−1/2+)

2

)
(IV.18)

This ansatz is motivated by the balancing requirement as follows. For nearly hydrostatic flows one has
ū�
√

gH. In the associated asymptotic limit the leading order water depth H adjusts so as to satisfy
the balance of momentum flux and momentum source terms, i.e.

∂

∂x

(
gH2

2

)
=−gH

∂ zb

∂x
, (IV.19)

Integrating over, say, the ith grid cell we obtain an approximation to the source term as

−
ˆ

Ci

gH
∂ zb

∂x
dx =

g
2
(Hn

i+1/2−)
2− g

2
(Hn

i−1/2+)
2.

Thus we are able to locally represent the cell-averaged source term as the discrete gradient of the
hydrostatic momentum flux, and this motivates the source term discretization in (IV.18). It is obvi-
ous now that any hydrostatic state is maintained exactly if, for such a state, the momentum fluxes
in (IV.1) and the locally reconstructed heights satisfy F q = 1

2 gH2
i+1/2− = 1

2 gH2
i−1/2+. This is the mo-

tivation for (IV.17), which gives this property if for hydrostatic states we have Xn
i+1/2− = Xn

i+1/2+ =

(Hn
i+1/2−,0) = (Hn

i+1/2+,0).
The hydrostatic balance in (IV.19) is equivalent to the “lake at rest” equation H + zb = cst, so that

the reconstruction of the leading order heights is straightforward,

Hn
i+1/2− = Hn

i + zb,i− zb,i+1/2, Hn
i+1/2+ = Hn

i+1 + zb,i+1− zb,i+1/2. (IV.20)
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The evaluation of the cell interface height zb,i+1/2 is somewhat subtle since the scheme shall also ro-
bustly capture dry regions where H = 0. The challenge is to design a scheme that guarantees nonnega-
tivity of the water height even when cells begin to “dry out”. We prove below that this can be achieved
through a biased evaluation of the form

zb,i+1/2 = max(zb,i,zb,i+1), (IV.21)

and with a nonnegativity-preserving truncation of the leading order heights in (IV.19), Hn
i+1/2± =

max(0,Hn
i+1/2±).

With these rules in place we can now summarize the first-order well-balanced finite volume scheme
by (IV.1),(IV.17),(IV.20) and

Xn
i+1/2− =

(
Hn

i+1/2−
Hn

i+1/2−un
i

)
, Xn

i+1/2+ =

(
Hn

i+1/2+
Hn

i+1/2+un
i+1

)
, (IV.22)

Hn
i+1/2± = max

(
0,Hn

i+1/2±

)
, (IV.23)

and

Sn
b,i = Sn

b,i+1/2−+Sn
b,i−1/2+ =

(
0

g
2

(
Hn

i+1/2−

)2
− g

2 (H
n
i )

2

)
+

(
0

g
2 (H

n
i )

2− g
2

(
Hn

i−1/2+

)2

)
. (IV.24)

The latter expression for the source is equivalent to the earlier (IV.18), it shows that the source may be
considered as being distributed to the cell interfaces. With this re-interpretation in mind, we may also
rewrite the scheme as

Xn+1
i = Xn

i −σ
n
i
(
F n

l
(
Xn

i ,X
n
i+1,zb,i,zb,i+1

)
−F n

r
(
Xn

i−1,X
n
i ,zb,i−1,zb,i

))
, (IV.25)

with left and right numerical fluxes

F n
l
(
Xn

i ,X
n
i+1,zb,i,zb,i+1

)
= F (Xn

i+1/2−,X
n
i+1/2+)+

(
0

g
2 (H

n
i )

2− g
2

(
Hn

i+1/2−

)2

)
,

F n
r
(
Xn

i ,X
n
i+1,zb,i,zb,i+1

)
= F (Xn

i+1/2−,X
n
i+1/2+)+

(
0

g
2

(
Hn

i+1

)2− g
2

(
Hn

i+1/2+

)2

)
.

Notice that (IV.21),(IV.23) and (IV.20) mean that we try to impose interface values satisfying some
modified steady equations

Hn
i+1/2−+ zb,i+1/2 = Hn

i + zb,i, un
i+1/2− = un

i ,

Hn
i+1/2++ zb,i+1/2 = Hn

i+1 + zb,i+1, un
i+1/2+ = un

i+1,

i.e. H+zb = cst, u = cst instead of Bernoulli’s law u2/2+g(H+zb) = cst, Hu = cst. Our construction,
combined with a centered value of zb,i+1/2, is not stable. The upwind value proposed in (IV.21), and
the truncation of negative values in (IV.23) have the advantage of giving nonnegative values of Hn

i+1/2±
and of being stable, as we state it now.

Theorem IV.12. Consider a consistent numerical flux F for the homogeneous problem that pre-
serves nonnegativity of Hi(t) and satisfies an in-cell entropy inequality corresponding to the entropy ζ

in (II.58). Then the finite volume scheme (IV.25) with (IV.21),(IV.17),(IV.20),(IV.22),(IV.23)

(i) preserves the nonnegativity of Hi(t),

(ii) preserves the steady state of a lake at rest H + zb = cst,
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(iii) is consistent with the Saint-Venant system (II.28)-(II.29),

(iv) satisfies an in-cell entropy inequality associated to the entropy ζ in (II.58)

d
dt

ζ̃ (Xi(t),zb,i)+σ
n
i

(
G̃n

i+1/2− G̃n
i−1/2

)
6 0.

Proof. The statement that F preserves the nonnegativity of Hi(t) means exactly that

F H(Hn
i = 0,un

i ,H
n
i+1,u

n
i+1)−F H(Hn

i−1,u
n
i−1,H

n
i = 0,un

i )6 0,

for all choices of the other arguments. Since the sources in (IV.18) have no contribution to the first
component, Hn

i (t) in our scheme satisfies a conservative equation with flux F H(Xn
i+1/2−,X

n
i+1/2+).

Therefore we need to check that F H(Xn
i+1/2−,X

n
i+1/2+)−F H(Xn

i−1/2−,X
n
i−1/2+) 6 0 whenever Hn

i =
0. Our construction (IV.20),(IV.21),(IV.23) (and this is the motivation for (IV.21)), gives Hn

i+1/2− =
Hn

i−1/2+ = 0 when Hn
i = 0, and this gives (i). Then we prove statement (ii). On a steady state of a lake

at rest, we have Hn
i+1/2− = Hn

i+1/2+,u
n
i+1 = un

i = 0, thus Xn
i+1/2− = Xn

i+1/2+ and by consistency of F

F n
i+1/2 =

(
0

g
2(H

n
i+1/2−)

2

)
=

(
0

g
2(H

n
i+1/2+)

2

)
,

and this proves (ii). The proofs of (iii) and (iv) are rather technical, the reader can refer to [8]. �

2.4 Schémas préservant l’asymptotique

On va maintenant étudier la possibilité de construire un schéma numérique permettant d’approcher
correctement les écoulements à friction dominante présentés en 3.7.2 (page 36). Cela signifie que
la précision du schéma ne doit pas être dépendante de la friction. C’est assez dur à quantifier et les
démonstrations ne sont basées en général que sur des analyses de type différences finies, comme on va
le voir par la suite.

Pour simplifier les calculs, on va restreindre la présentation à l’équation des ondes linéaire avec
amortissement. Celle-ci correspond aux équations de Saint-Venant sans topographie avec une pression
cubique et une friction linéaire en coordonnées lagrangiennes (Dt =

∂

∂ t + ū ∂

∂x ,−H∂m = ∂

∂x et r = 1/H).
On regarde donc le système

Dtr+∂mu = 0,

Dtu+∂mr =−κu.
(IV.26)

L’asymptotique à laquelle on s’intéresse apparaît après avoir introduit s = t/κ et v = κu, à la manière
de (II.64). À O(κ−1) près, on a

v =−∂mr,

Dsr−∂
2
mmr = 0.

(IV.27)

Du point de vue du schéma numérique, on va faire l’analyse dans le cas d’un schéma semi-discret
(continu en temps) pour simplifier les notations mais tout fonctionne de la même manière dans le cas
totalement discret. Le schéma que l’on va d’abord étudier correspond au schéma de Godunov pour la
partie EDP avec un terme source centré (celui-ci pourrait être interprété comme la version continue en
temps du splitting...). Cela donne [EX]

Dtri +
ui+1/2−ui−1/2

∆m
= 0,

Dtui +
ri+1/2− ri−1/2

∆m
=−κui,

(IV.28)

où
ri+1/2 = (ri + ri+1)/2− (ui+1−ui)/2,

ui+1/2 = (ui +ui+1)/2− (ri+1− ri)/2.
(IV.29)
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Pour alléger un peu les notations, on introduit Di(z) = (zi+1− 2zi + zi−1)/(∆m2) et donc le schéma
numérique s’écrit

Dtri +
ui+1−ui−1

2∆m
− ∆m

2
Di(r) = 0,

Dtui +
ri+1− ri−1

2∆m
− ∆m

2
Di(u) =−κui.

(IV.30)

Appliquons maintenant l’asymptotique au schéma numérique. On définit naturellement vi+1/2 = κui+1/2
et vi = κui :

Dsri +
vi+1− vi−1

2∆m
− κ∆m

2
Di(r) = 0,

1
κ2 Dsvi +

ri+1− ri−1

2∆m
− ∆m

2κ
Di(v) =−vi.

(IV.31)

La deuxième équation nous donne une discrétisation de la loi de Darcy

vi =−
ri+1− ri−1

2∆m
+O(∆mκ

−1)+O(κ−2)

et la première équation devient une approximation de l’équation de la chaleur

Dsri−
ri+2−2ri + ri−2

(2∆m)2 − κ∆m
2

Di(r)+O(κ−1)+O(∆m−1
κ
−2) = 0. (IV.32)

Étudions plus précisément le schéma numérique obtenu par cette asymptotique. Pour que le schéma
limite soit bien une approximation de (IV.27), il faut que

κ
−2� ∆m� κ

−1.

Cette condition relie le pas d’espace et le coefficient de friction. Elle n’est pas satisfaisante en pra-
tique puisqu’on désire en général obtenir un schéma numérique ayant une précision comparable à pas
d’espace fixé quelle que soit la friction. On voit en particulier dans (IV.32) que plus le coefficient est
grand, plus la diffusion numérique est grande.

Pour remédier à ce problème on va de nouveau intégrer le terme source dans le calcul des flux
numériques. On opère de la même manière que pour les schémas équilibres de type Godunov (section
2.3.1) en concentrant le terme source au niveau des interfaces. Pour cela, on introduit la fonction
identité I(x) = x et on interprète le terme source de friction comme κuI(x). Tout comme on avait
remplacé la topographie zb par sa discrétisation zb∆

, on remplace I par I∆, sa discrétisation constante
par maille. On doit donc résoudre le problème de Riemann

Dtr+∂mu = 0,
Dtu+∂mr =−κu∆mδ0(x),

(r,u)(0,x) =

{
(r,u)g si x < 0,
(r,u)d si x > 0.

Après quelques calculs [EX], on aboutit au schéma numérique

Dtri +
ui+1/2−ui−1/2

∆m
= 0,

Dtui +
r−i+1/2− r+i−1/2

∆m
= 0,

(IV.33)

où, en notant K = 1/(1+κ∆m/2), les valeurs d’interface sont

(1+κ∆m/2)ui+1/2 =
[
(ui +ui+1)/2− (ri+1− ri)/2

]
,

r−i+1/2 = ri−ui+1/2 +ui,

r+i−1/2 = ri−ui +ui−1/2.

(IV.34)
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On définit vi+1/2 = κui+1/2 et vi = κui, donc

vi+1/2 =
κ

1+κ∆m/2
[
(vi + vi+1)/(2κ)− (ri+1− ri)/2

]
=

1
1+κ∆m/2

(vi + vi+1)/2− κ

1+κ∆m/2
(ri+1− ri)/2

=
1

1+κ∆m/2
(vi + vi+1)/2−

(
1− 1

1+κ∆m/2

)
(ri+1− ri)/∆m

=−(ri+1− ri)/∆m+O((κ∆m)−1)

On peut donc déduire le schéma numérique asymptotique :

Dsri−Di(r) = O(κ−1),

vi+1/2 =−(ri+1− ri)/∆m+O((κ∆m)−1).

On voit que ce schéma est précis même pour κ � 1. De plus, si κ = 0, on retombe sur le schéma
de Godunov classique [EX]. On dit alors que ce schéma numérique préserve l’asymptotique (IV.27)
(asymptotic preserving en anglais).

Comme on l’a dit plus haut, ce type de schéma peut être développé pour le modèle complet (II.63).
Pour illustrer le propos ci-dessus, on présente dans les figures IV.1 et IV.2 des résultats obtenus pour les
équations d’Euler avec friction et gravité (la gravité étant dans la direction de l’écoulement cette fois),
avec le schéma préservant l’asymptotique et la méthode de splitting d’opérateur, voir [41]. Ces figures
représentent des tests avec un coefficient de friction très grand et permettent d’étudier la sensibilité à la
finesse du maillage des deux méthodes numériques. On voit nettement qu’un maillage très fin (10000
mailles) est nécessaire pour la méthode de splitting pour avoir des résultats comparables au schéma
préservant l’asymptotique sur maillage grossier.

Par ailleurs, on pourra retrouver dans [80] des discussions très intéressantes et les prémices de la
notion de schéma préservant l’asymptotique.

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5

AP (100)
AP (1000)

AP (10000)

 10000

 12000

 14000

 16000

 18000

 20000

 22000

 24000

 26000

 28000

-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5

AP (100)
AP (1000)

AP (10000)

Figure IV.1: Résultats avec le schéma préservant l’asymptotique

2.5 Pour aller plus loin...

Nous allons évoquer brièvement les extensions possibles, ou non, des schémas présentés à des config-
urations plus complexes.

2.5.1 Passage au 2D

La première généralisation des questions précédentes concerne le passage au 2D. Pour la problématique
des schémas équilibres, la généralisation est standard, quel que soit le type de maillage considéré. Le
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Figure IV.2: Résultats de la méthode de splitting d’opérateur

calcul est standard, ce qui est en grande partie due au fait que les états stationnaires (II.61) sont très
simples et à vitesse nulle.

Concernant l’asymptotique, le développement pour obtenir le modèle parabolique avec une loi de
Darcy reste valable. D’un point de vue numérique, c’est plus compliqué. Il est possible d’étendre
l’analyse présentée dans le cas de maillage cartésiens mais, dans le cas de maillages non structurés, la
question reste ouverte : il est maintenant à peu près clair que le schéma “limite” basé sur celui introduit
ici n’est pas consistant avec le bon système. Des techniques plus évoluées doivent alors être utilisées
pour obtenir à nouveau un bon comportement.

2.5.2 Termes sources plus compliqués

Dans le cas du terme source dû à la topographie, on peut imaginer le cas d’un fond variable en temps,
par exemple quand on prend en compte un transport de sédiments. Mais comme le fond varie en temps,
la notion d’état stationnaire n’a plus vraiment d’intérêt. Néanmoins, les schémas équilibres ont des
comportements bien souvent meilleurs que les schémas standards (splitting ou discrétisation directe)
dans les configurations transitoires. Il est donc naturel de se baser sur ces schémas pour proposer des
extensions à des termes sources plus compliqués.

Des termes de friction plus compliqués (Darcy-Weisbach ou Manning notamment) peuvent être pris
en compte de la même manière, mais la vitesse ui+1/2 dans (IV.34) peut n’être définie qu’implicitement
(et donc nécessiter une résolution itérative).

Il est important de noter que pour le schéma (IV.33-IV.34), le terme source a été concentré aux
interfaces, en coordonnées lagrangiennes. Cela signifie qu’en coordonnées eulériennes, il aurait été
concentré sur une discontinuité de contact additionnelle de vitesse u. En effet, à la lecture de [27], on
peut se rendre compte que concentrer un terme source de friction en coordonnées eulériennes sur les
interfaces du maillage (donc sur des discontinuités de contact de vitesse nulle) nécessite l’introduction
d’hypothèse additionnelle sur la méthode numérique pour qu’elle préserve l’asymptotique choisie.
Cependant c’était le choix effectué pour le terme source de topographie dans le schéma équilibre (IV.9-
IV.11). La raison de ce traitement différent est simple : contrairement au terme source de topographie,
le terme source de friction est invariant galiléen. Il est donc naturel d’avoir une discrétisation qui soit,
autant que possible, invariante galiléenne. C’est bien sûr impossible puisque le maillage est fixe, mais
le solveur de Riemann “doit” l’être. Ainsi, la concentration du terme source de topographie se fait à
l’aide de l’équation

∂ zb∆

∂ t = 0 alors que celle du terme source de friction se fait à l’aide de l’équation

∂ I∆

∂ t
+u

∂ I∆

∂x
= 0.

A noter que la problématique de l’approximation des roll waves n’a pas été évoquée. En effet, la
plupart des schémas numériques, dont le splitting d’opérateur, fournit une approximation tout-à-fait
convenable de ce type de solutions.
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3 Kinetic scheme

The numerical scheme detailed in this section is based on the kinetic interpretation of the Saint-Venant
system given in Section 4 (page 39). To have the notation in mind, we recall the main part of the
proposition II.11 that is the fundation of the scheme.

Proposition IV.13. The functions (H,u) are strong solutions of the Saint-Venant system (without fric-
tion) described in (II.28)-(II.29) if and only if the equilibrium M(x, t,ξ ) is solution of the kinetic equa-
tion

(B)
∂M
∂ t

+ξ
∂M
∂x
−g

∂ zb

∂x
∂M
∂ξ

= Q(x, t,ξ ), (IV.35)

where Q(x, t,ξ ) is a “collision term” satisfying
ˆ
R

Q dξ =

ˆ
R

ξ Q dξ = 0. (IV.36)

In a first step, we present the numerical scheme for the conservative part i.e. for

∂ zb

∂x
= 0.

Then using the hydrostatic reconstruction technique ([8]) presented in paragraph 2.3.3, the discretiza-
tion of the topography source term id added.

To precise the numerical scheme, we deduce a finite volume kinetic scheme from the previous
kinetic interpretation of the Saint-Venant system. The main interest of the kinetic interpretation is to
transform the nonlinear Saint-Venant system into a simple linear advection equation. First, we define
the discrete densities of particles Mn

i by

Mn
i = Mn

i (ξ ) =
Hn

i
cn

i
χ

(
ξ −un

i
cn

i

)
, (IV.37)

with cn
i =

√
gHn

i
2 .

Using a simple upwing formula, we are now able to propose a finite volume scheme for the dis-
cretization of the Boltzmann equation (IV.35) under the form

Mn+1−
i = Mn

i −σ
n
i ξ

(
Mn

i+1/2−Mn
i−1/2

)
, (IV.38)

with

Mn
i+1/2 = Mn

i 1ξ>0 +Mn
i+11ξ60. (IV.39)

The discrete scheme (IV.38) does not take into account the collision term which makes relax Mn+1−
i

to a Gibbs equilibrium so the quantity Mn+1−
i can not be written under the form (IV.37). The collision

term is used in a second step introducing a discontinuity at time tn+1 on M and replacing Mn+1−
i by an

equilibrium

Mn+1
i = Mn+1

i (ξ ) =
Hn+1

i

cn+1
i

χ

(
ξ −un+1

i

cn+1
i

)
.

Notice that Mn+1
i is discontinuous in the sense that Mn+1

i 6= Mn+1−
i whereas the macroscopic variables

remain continuous Xn+1
i = Xn+1−

i .
By analogy with (II.77), Hn+1

i and un+1
i are calculated by

Xn+1
i =

(
Hn+1

i
Hn+1

i un+1
i

)
=

ˆ
R

K (ξ )Mn+1−
i (ξ ) dξ , (IV.40)

and where K (ξ ) is the vector K (ξ ) = (1,ξ )T .
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3.1 Fluxes calculus

Using (IV.40), we are now able to precise the numerical scheme for the homogenous Saint-Venant
system (II.28)-(II.29)

Xn+1
i = Xn

i −σ
n
i

(
F n

i+1/2−F n
i−1/2

)
, (IV.41)

with (using (IV.38))

F n
i+1/2 =

ˆ
R

ξK (ξ )Mn
i+1/2(ξ ) dξ . (IV.42)

We also have

En+1
i =

ˆ
R

(
ξ 2

2
+

g2

8k3
(Mn+1

i )2 +gzb,i

)
Mn+1

i dξ .

Now, using (IV.38), we are able to precise the computation of the fluxes introduced in the discrete
macroscopic equations (IV.41). If we denote

F n
i+1/2 = F (Xn

i ,X
n
i+1) = F+(Xn

i )+F−(Xn
i+1), (IV.43)

following (IV.42),(IV.39) we define

F−(Xn
i+1) =

ˆ
ξ60

ξK (ξ )Mn
i+1(ξ ) dξ ,

F+(Xn
i ) =

ˆ
ξ>0

ξK (ξ )Mn
i (ξ ) dξ .

More precisely the expression of F+(Xn
i ) can be written

F+(Xn
i ) =

(
F+

H (Xn
i ),F

+
q (Xn

i )
)T

,

with

F−
H (Xn

i+1) = Hn
i+1

ˆ
z6−

ūn
i+1

cn
i+1

(ūn
i+1 + zcn

i+1)χ(z) dz, (IV.44)

F+
H (Xn

i ) = Hn
i

ˆ
z>− ūn

i
cn
i

(ūn
i + zcn

i )χ(z) dz, (IV.45)

F−
q (Xn

i+1) = Hn
i+1

ˆ
z6−

ūn
i+1

cn
i+1

(ūn
i+1 + zcn

i+1)
2
χ(z) dz, (IV.46)

F+
q (Xn

i ) = Hn
i

ˆ
z>− ūn

i
cn
i

(ūn
i + zcn

i )
2
χ(z) dz. (IV.47)

Using χ1 defined by (II.72), the previous integrations can be done analyticallyˆ
ξ>0

ξ
p H

c
χ1

(
ξ −u

c

)
dξ = H

ˆ
z>− u

c

(cz+u)p
χ1 (z)dz

=
H
pc

[
(cz+u)p+1]max(− u

c ,
√

3)
max(− u

c ,−
√

3)
,

ˆ
ξ60

ξ
p H

c
χ1

(
ξ −u

c

)
dξ =

H
pc

[
(cz+u)p+1]min(− u

c ,
√

3)
min(− u

c ,−
√

3)
.

3.2 The topography source term

The hydrostatic technique presented in paragraph 2.3.3 implies a reconstruction of the variables at the
interfaces, this means Xn

i+1/2− 6= Xn
i and Xn

i+1/2+ 6= Xn
i+1. So we proceed as follows.

Using the definitions (IV.20),(IV.21),(IV.22) and (IV.23), we calculate the fluxes

F (Xn
i+1/2−,X

n
i+1/2+),

as previously but with the reconstructed variables. Then adding the source term (IV.24), that is done.
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3.3 Stability of the scheme

We now establish the stability property of the kinetic scheme. Classically for the Saint-Venant system,
a CFL condition ensures the water height is non negative. This CFL condition means that the quantity
of water leaving a given cell during a time step ∆tn is less than the actual water in the cell.

Proposition IV.14. Assume that the function χ has a compact support of length 2wM then under the
CFL condition

∆tn 6min
i∈I

∆xi

(|ūn
i |+wMcn

i )
(IV.48)

the kinetic scheme (IV.41) and (IV.42) keeps the water height positive i.e. S n
i > 0 and Hn

i > 0 if it is
true initially. Notice that this condition does not depend on the bottom profile varitions ∂ zb

∂x .

Proof. The proof has been adapted from those given in [11, 113]. To prove the stability property of
the scheme, we come back to the kinetic interpretation and we proceed by induction. We assume that
Hn

i > 0, ∀i and we prove that Hn+1
i > 0, ∀i.

From the definition of the functions M in (IV.37) and the positivity of the function χ , we deduce
Mn

i > 0 ∀i. We now introduce the quantities

[ξ ]+ = max(0,ξ ), [ξ ]− = max(0,−ξ ),

and so we can write the upwind microscopic scheme (IV.38)

Mn+1−
i = (1−σ

n
i |ξ |)Mn

i +σ
n
i [ξ ]+Mn

i−1 +σ
n
i [ξ ]−Mn

i+1. (IV.49)

The quantity σn
i |ξ |Mn

j represents, at the microscopic level, the water leaving the cell Ci during ∆tn. A
sufficient condition to obtain the stability property, i.e.

Hn+1
i =

ˆ
R

Mn+1−
i dξ > 0, ∀i, (IV.50)

is then ˆ
R

σ
n
i |ξ |Mn

i 6
ˆ

R
Mn

i dξ , (IV.51)

and this requirement is satisfied when σn
i (|ūn

i |+wMcn
i )6 1. If ∆tn satisfies (IV.48), then the condition

(IV.50) is satisfied and that completes the proof. �

3.4 Boundary conditions

The treatment of the boundary conditions is presented hereafter. For a complete description – especially
in 2d – the reader can refer to Bristeau and Coussin, see [34].

In practice, 2 types of boundary conditions are used:

• given water depth H,

• given flux q.

The difficulty lies in the following. When the flow is supercritic at one of the boundary, the bound-
ary condition when corresponding to a fluvial regime cannot be satisfied and hence we propose the
following approach.

A ghost cell towards each boundary cell is added and using Riemann invariants, we build a numer-
ical flux on each ghost cell satisfying – when possible – the boundary conditions.

For the sake of simplicity, we often assume

∂ zb

∂x
= 0,

at the boundaries and hence only the fluxes of the conservative part are non zero. Such an assumption
is not easily possible in 2d.
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3.4.1 Given water depth

Let He(tn) be the given water depth. Then we have to define the velocity ūe(tn) so that the numerical
fluxes can be calculated over the ghost cell. Using the Riemann invariants (see (II.52)) we define

ūe(tn)+2
√

gHe(tn) = ūn
1 +2

√
gHn

1 ,

and
ūe(tn)−2

√
gHe(tn) = ūn

N−2
√

gHn
N .

This means we assume the continuity of the Riemann invariants though the boundaries.

3.4.2 Given flux

Let qe(tn) be the given flux. Then we are looking for He(tn),ūe(tn) such that F n
H,1/2 = qe(tn) or equiv-

alently

Hn
e

ˆ
z>− ūn

e
cn
e

(ūn
e + zcn

e)χ(z) dz+Hn
1

ˆ
z6− ūn

1
cn
1

(ūn
1 + zcn

1)χ(z) dz = qe(tn). (IV.52)

Using the Riemann invariant

ūe(tn)+2
√

gHe(tn) = ūn
1 +2

√
gHn

1 = ln
1 ,

we get
ūe(tn) = l1

n −2
√

2cn
e .

Then the equation (IV.52) becomes

Hn
e

ˆ
z>− l1n−2

√
2cn

e
cn
e

(ln
1 +(z−2

√
2)cn

e)χ(z) dz = an, (IV.53)

that only depends on He and with

an = qe(tn)−Hn
1

ˆ
z6− ūn

1
cn
1

(ūn
1 + zcn

1)χ(z) dz.

It can be proved that, in fluvial regime, Eq. (IV.53) admits one and only one solution Hn
e , see [34].

3.5 Friction terms

Even if the bottom friction corresponds to dissipative and hence stabilizing effects, its numerical dis-
cretization is not always straightforward. In practice in cases of dry areas, large Froude numbers or
when dealing with large friction effects, a stable treatment of the friction source term is necessary and
hence an implicit scheme is often used.

3.5.1 Implicit treatment

Since the friction terms only appear in the momentum equation, this implicit step does not affect the
discrete water depth. So the computation of the new velocitiy ūn+1 leads to solve the discrete equation

qn+1
i = qn

i −∆tn+1Sn+1
f ,i . (IV.54)

Several friction laws can be used among which are Navier, Chezy, Darcy-Weisbach, Manning and
Strickler laws.

Unfortunately, such a centered discretization is not fully consistent e.g. for stationnary states. In
such situations, the apparent topography procedure proposed by Bouchut [28] can be used. An explicit
treatment of the friction with a modified CFL condition can also be used.
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3.5.2 Kinetic description of the friction terms

Let us consider the Saint-Venant sytem with topography and a Navier type friction law corresponding
to (II.28)-(II.29) with pa = cst. The kinetic interpretation of this system – extending (II.74) – is

(B)
∂M
∂ t

+ξ
∂M
∂x
−g

∂ zb

∂x
∂M
∂ξ
−κ

∂M̃
∂ξ

= Q(x, t,ξ ), (IV.55)

with
M̃ =

u
H

M.

The discretization of
∂M̃
∂ξ

,

is straightforward using the quadrature formula

ˆ
Ci

∂M̃
∂ξ

dx =
∆xi

2

(
∂M̃i−1/2

∂ξ
+

∂M̃i+1/2

∂ξ

)
,

and gives ˆ
Ci

K (ξ )
∂M̃
∂ξ

dx =
∆xi

2

(
M̃n

i+1(0)− M̃n
i−1(0)

−
(

un
i +
´

ξ60 M̃n
i+1dξ +

´
ξ>0 M̃n

i−1dξ

)) .

3.6 Second order scheme

The second-order accuracy in time is usually recovered by the Heun method [23] that is a slight modifi-
cation of the second order Runge-Kutta method. The advantage of the Heun scheme is that it preserves
the invariant domains without any additional limitation on the CFL.

We also apply a formally second order scheme in space by a limited reconstruction of the variables
[9]. These new variables are classically obtained with three ingredients: prediction of the gradients in
each cell, linear extrapolation, and limitation procedure.

The reconstructed values at interface i+ 1/2− and i+ 1/2+ are respectively Xi,r and Xi+1,l . This
gives the second order scheme

Xn+1
i = Xn

i −σ
n
i

(
F n

i+1/2−F n
i−1/2

)
,

where

F n
i+1/2 = F (Xn

i,r,X
n
i+1,l),

Xn
i,r =

(
Hi,r

Hi,rūi,r

)
, Xi+1,l =

(
Hi+1,l

Hi+1,l ūi+1,l

)
.

4 Simulation results

4.1 Analytical solutions

As already mentioned in this document, models arising in fluid dynamics often based on the Navier-
Stokes equations are generally difficult to analyze both at the mathematical or numerical level. As a
consequence the derivation of efficient numerical schemes and their validations are complex. A way
to circumvent this difficulty is to have access to analytical solutions of the considered problem and
to confront the simulated solutions with them. Even if this approach is not a complete validation of
the numerical schemes, it enables to have a good knowledge of the behavior of the discrete schemes
in front of typical and complex situations particularly when the family of analytical solutions is large
enough. Moreover it makes possible the study of the convergence order of a simulated solution towards
the reference one.
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For shallow water flows, analytical solutions are available in various situations, see also para-
graph 3.7.3 - page 37. In a chronological order, the most famous contributions are: analytical solutions
for the dam break situation by Ritter [118], the nonlinear wave propagation in Shallow water open
channels by Stoker [126], solutions of the Saint-Venant system for a flow respectively over a ridge and
in parabolic bowl by Houghton [74] and Thacker [128]. MacDonald et al. [94, 95] have proposed a
wide family of analytical solutions with bottom friction, hydraulic jumps and various open-channel
cross-sections, see also [2].

Stationary solutions of the Saint-Venant system have to fulfill (see paragraph 3.7.1, page 34){
∂

∂x(Hū) = 0,
ū ∂ ū

∂x +g ∂ (H+zb)
∂x = 0.

(IV.56)

Let H0(x) a non negative and enough smooth function then zb defined by

zb = cst−H0−
Q2

0

2gH2
0
,

with Q0 = Hū = cst and H = H0 satisfy (IV.56).
Now, we confront the kinetic scheme for the Saint-Venant system depicted in paragraph 3 with

three typical test cases for which analytical solutions are available.

4.2 Fluvial regime

We consider a 1d rectangular basin of length L with vertical shores. At the entry x = 0, we impose an
inflow Q0 and at the exit we impose the water depth HL. Let us consider the function H0 given by

H0(x) = 1−0.2 e−α
(x−L/2)2

L2 ,

for x ∈ [0,L] with α = 50 and L = 20. Then for the bottom geometry

zb(x) =−
1
g

(
Q2

0
2H0(x)2 +gH0(x)

)
,

the water depth satisfies H = H0 (see paragraph 4.1).
For Q0 = 1.7 m2.s−1, we have a fluvial regime and we compare the convergence orders of the

kinetic scheme described above to the theoretical one. In Fig. IV.3-(a), we have plotted the bottom
topography, the water depth and the velocity field u simulated with the prescribed initial and boundary
conditions. In Fig. IV.3-(b), we plot the rate of error versus the horizontal discretization, namely the
number of nodes. We have plotted the log(L1− error) of the water height versus log(h0/hi). We
denote by hi the average cell length, h0 is the average cell of the coarser mesh. These errors have been
computed on 5 meshes with 30, 50, 100, 200 and 400 nodes. The convergence rates for the first and
second order schemes are plotted.

4.3 Comparison with other solvers

For the test case depicted in the previous paragraph, we compare the convergence order of the kinetic,
HLL and Rusanov solvers, see fig IV.4.

4.4 Transcritical regime with shock

We consider the same geometry as previously but with Q0 = 2.057447 m2.s−1. The flow exhibits a
shock located at the abscissa x = 15 m. As in paragraph 4.2, the obtained solution and the convergence
orders of the proposed schemes are depicted over Fig. IV.5.
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(a) (b)

Figure IV.3: (a) The simulated flow with the bottom topography and the water depth, (b) convergence
rates to the reference solution, 1st and 2nd order schemes, ’-.’ theoretical order.

(a) (b)

Figure IV.4: Convergence rates to the reference solution. Comparison between the kinetic, HLL and
Rusanov solvers. (a) 1st order schemes and (b) 2nd order schemes, ’-.’ theoretical order.

(a) (b)

Figure IV.5: (a) The simulated flow with the bottom topography and the water depth, (b) convergence
rate to the reference solution. Comparison between the kinetic and HLL solvers. 1st order schemes, ’-.’
theoretical order.
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4.5 Parabolic bowl

We confront our numerical scheme with the analytical solutions proposed by Thacker [128], see para-
graph 3.7.3 - page 37. This case provides us with a relevant test for the 1d Saint-Venant system because
it deals with a sloping bed as well as with wetting and drying. The topography is a parabolic bowl
given by

zb(x) = h0

(
1
a2

(
x− L

2

)2

−1

)
.

Starting from the initial conditions u(x,0) = 0 and

H(x,0) =

{
max

{
0,−h0

a2

((
x+ 1

2

)2−a2
)}

0 else

Thacker’s analytic solution is a periodic solution and given by

H(x, t) =

{
max

{
0,−h0

a2

((
x+ 1

2 cos(ωt)
)2−a2

)}
0 else

We consider a = 1 m, h0 = 0.5 m, L = 4 m. We compare the analytical solution and the computed ones
for t = T = 2π/ω = 10.0303 s that corresponds to 5 periods.

For this test case, the errors due to the time and space schemes are combined so the convergence
rate of the simulated solution towards the analytical one is more difficult to analyse. In Fig. IV.6 we
consider the kinetic solver with the hydrostatic reconstruction. The upper curve corresponds to the
1st order scheme in space and time whereas the other curve corresponds to the 2nd order scheme in
space and time. As mentionned by several authors, the 1st order in space version of the hydrostatic
reconstruction technique is not very accurate for situations with large slopes, small water depths and
coarse meshes.

Figure IV.6: Convergence rates to the reference solution. Comparison between the proposed source
term discretization and the hydrostatic reconstruction, 1st order schemes (space and time) and 2nd order
schemes (space and time), ’-.’ theoretical order.
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4.6 Numerical approximation of the 2d rotating Saint-Venant system

We recall the formulation of the 2d rotating Saint-Venant system (II.81)-(II.82) under the form

∂h
∂ t

+∇x,y · (hu) = 0, (IV.57)

∂ (hu)
∂ t

+∇x,y · (hu⊗u)+∇x,y
(g

2
h2)=−gh∇x,yzb−Ωhu⊥, (IV.58)

with u⊥ = (−v,u)T

Let us introduce the notations are depicted over Fig. IV.7. Using the notations of Fig. IV.7, the

(a) (b)

Figure IV.7: (a) Dual cell Ci and (b) Boundary cell Ci.

space approximation of the system (IV.57)-(IV.58) gives

|Ci|
∂Xi

∂ t
+

ˆ
∂Ci

F(Xi) ·ndl =
ˆ

Ci

Sb(Xi)dxdy+
ˆ

Ci

SΩ(Xi)dxdy, (IV.59)

with

Sb(X) =

(
0

−gh∇x,yzb

)
, SΩ(X) =

(
0

−Ωhu⊥

)
and

ˆ
∂Ci

F(Xi) ·ndl = ∑
j∈Ki

ˆ
Γi, j

Fi, j ·ni, jdl.

More precisely, formula (IV.59) corresponds to

|Ci|
∂hi

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

Fh,i, j ·ni, jdl = 0,

|Ci|
∂ (hu)i

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

((
hu2 +

g
2

h2
)

n1,i, j +huvn2,i, j

)
dl = ∑

j∈Ki

ˆ
Γi, j

g
2
(
h2

i − (hi, j)
2)n1,i, jdl +

ˆ
Ci

Ω(hv)idxdy,

|Ci|
∂ (hv)i

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

(
huvn1,i, j +

(
hv2 +

g
2

h2
)

n2,i, j

)
dl = ∑

j∈Ki

ˆ
Γi, j

g
2
(
h2

i − (hi, j)
2)n2,i, jdl−

ˆ
Ci

Ω(hu)idxdy,

with ni, j = (n1,i, j,n2,i, j)
T and where for the approximation of the topography source term Sb(X) over

the cell i we use the 2d extension of the hydrostatic reconstruction technique written under the form
ˆ

Ci

Sb(Xi)dxdy≈ ∑
j∈Ki

ˆ
Γi, j

g
2
(
h2

i −h2
i, j
)
ni, jdl,

and
hi, j = max(hi−max(∆zb,i, j,0),0), h j,i = max(h j−max(−∆zb,i, j,0),0), (IV.60)
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and ∆zb,i, j = zb, j− zb,i, see paragraph 2.3.3. The previous system also writes

|Ci|
∂hi

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

hUdl = 0, (IV.61)

|Ci|
∂ (hu)i

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

(
huU +

g
2

h2n1,i, j

)
dl = ∑

j∈Ki

ˆ
Γi, j

g
2
(
h2

i −h2
i, j
)
n1,i, jdl + ∑

j∈Ki

|Ci, j|Ω(hv)i, (IV.62)

|Ci|
∂ (hv)i

∂ t
+ ∑

j∈Ki

ˆ
Γi, j

(
hvU +

g
2

h2n2,i, j

)
dl = ∑

j∈Ki

ˆ
Γi, j

g
2
(
h2

i −h2
i, j
)
n2,i, jdl− ∑

j∈Ki

|Ci, j|Ω(hu)i, (IV.63)

with U = un1,i, j + vn2,i, j and V =−un2,i, j + vn1,i, j. After the following manipulations

• Eq. (IV.62)i, j becomes (IV.62)i, j×n1,i, j +(IV.63)i, j×n2,i, j,

• Eq. (IV.63)i, j becomes (IV.62)i, j× (−n2,i, j)+(IV.63)i, j×n1,i, j,

where (.)i, j denotes the spatial contribution corresponding the sub-triangle Ci, j or the edge Γi, j, the
system (IV.61)-(IV.63) corresponding to the contributions of Ci, j or Γi, j writes

|Ci|
∂hi, j

∂ t
+

ˆ
Γi, j

hUdl = 0, (IV.64)

|Ci|
∂ (hU)i, j

∂ t
+

ˆ
Γi, j

(
hU2 +

g
2

h2
)

dl =
ˆ

Γi, j

g
2
(
h2

i −h2
i, j
)
dl + |Ci, j|Ω(hV )i, (IV.65)

|Ci|
∂ (hV )i, j

∂ t
+

ˆ
Γi, j

hUV dl =−|Ci, j|Ω(hU)i, (IV.66)

where the contribution of the Coriolis force in Eq. (IV.65) can be discretized using the apparent to-
pography technique but the Coriolis term in Eq. (IV.66) is more difficult to approximate. In order to
circumvent this difficulty, we propose the following reformulation.

The interpretation the Coriolis forcing as a gradient of a potential i.e. the existence of ϕ such that

∇x,yϕ = u⊥,

requires that ∇x,y · u = 0 that is not ensured at the continuous level. But let us consider the discrete
level. Over the cell Ci, j ∪C j,i (see Fig. IV.7), it is possible to choose

ϕ(x,y) =
ui +u j

2
y−

vi + v j

2
x,

satisfying

∇x,yϕ =
u⊥i +u⊥j

2
, ∀(x,y) ∈Ci, j ∪C j,i. (IV.67)

Hence the right hand side of (IV.59) becomes

ˆ
Ci, j

(
Sb(Xi)+SΩ(Xi)

)
dxdy =

ˆ
Ci, j

(
0

−gh∇x,y

(
zb +

Ω

g ϕ

))dxdy,

allowing to use the hydrostatic reconstruction strategy by defining

hΩ
i, j = max(hi−

(
∆zb,i, j +∆Bi, j

)
,0), (IV.68)

with ∆zb,i, j+∆Bi, j = zb,i, j−zb,i+
Ω

g

(
ϕi, j−ϕ(xi,yi)

)
, zb,i, j+

Ω

g ϕi, j =max{zb,i+
Ω

g ϕ(xi,yi),zb, j+
Ω

g ϕ(x j,y j)}
and

∆zb,i, j +∆Bi, j = max
{

zb, j− zb,i +
Ω

g

(ui +u j

2
(y j− yi)−

vi + v j

2
(x j− xi)

)
,0
}
. (IV.69)
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This definition allows to preserve the equilibrium (when hΩ
i, j > 0)

∑
j∈Ki

li, j
(

hΩ
i, j

)2
ni, j = cst,

and we have the approximation formula
ˆ

Ci

(
Sb(Xi)+SΩ(Xi)

)
dxdy≈ ∑

j∈Ki

li, j
g
2
(
h2

i − (hΩ
i, j)

2)ni, j.

Therefore, the scheme (IV.64)-(IV.66) writes

|Ci|
∂hi, j

∂ t
+

ˆ
Γi, j

hUdl = 0, (IV.70)

|Ci|
∂ (hU)i, j

∂ t
+

ˆ
Γi, j

(
hU2 +

g
2

h2
)

dl =
ˆ

Γi, j

g
2
(
h2

i − (hΩ
i, j)

2)dl, (IV.71)

|Ci|
∂ (hV )i, j

∂ t
+

ˆ
Γi, j

hUV dl = 0. (IV.72)

4.6.1 Preservation of stationary solutions

In oceanography, long-term simulations are carrried out and it is possible to consider that ocean dy-
namics is a fluctuation arround a stationary regime. Hence it is mandatory to be able to preserve, at the
discrete level, the relevant stationary states.

The hydrostatic reconstruction technique is a very useful tool to preserve the equilibrium at rest i.e.
when u = v = 0, see paragraph 2.3.3. But in the presence of the Coriolis force, the relevant equilibria
are characterized by

g∇x,y(h+ zb) =−Ωu⊥,

when the Rossby number

R0 =
U0

ΩL0
,

is assumed to be � 1. But, because of the upwinding (necessary to obtain stable discretization), fi-
nite volume schemes contains numerical dissipation. More precisely, let us assume that the discrete
scheme (IV.59) with topography and Coriolis effect satisfy a discrete energy balance under the form

En+1
i −En

i +σ
n
i, j ∑

j∈Ki

G ∗i, j 6−Cσ
n
i, j ∑

j∈Ki

|X∗i, j−Xi|2, (IV.73)

where C = cst, X∗i, j is the reconstructed vector Xi and the stationary solution of the considered system
satisfy ∀ i

X∗i, j = Xi, ∀ j ∈ Ki.

In this paragraph, we investigate the stability of the stationary solutions when a discrete energy balance
having the form (IV.73) holds.

From (IV.73), we get the global energy balance under the form

∑
i

En+1
i −∑

i
En

i 6−∑
i

Cσ
n
i, j ∑

j∈Ki

|X∗i, j−Xi|2, (IV.74)

that can be seen as a discrete version of

∂E(X)

∂ t
=−δ |∇X |2. (IV.75)

Let us consider the simple situation where the previous equation reduces to

∂ |u|2

∂ t
=−δ |∇u|2.
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In a 1d case, it corresponds to the situation

∂u2

∂ t
=−δ

(
∂u
∂x

)2

, (IV.76)

for which all the solutions u = u0 = cst are stationary solutions. And we are interested in the study of
the stable stationary solutions of (IV.76).

The solution of Eq. (IV.76) are given by

u(t,x) = ae−
2b
δ
(x+bt),

where a,b are two constants. This seems to prove that the only stable stationary solutions is u = u0 = 0.
In other words, it seems that the reconstruction of variables in order to preserve stationary equilibria is
only able to preserve in practice the stationary state at rest.

4.7 High order schemes

The use of high order schemes (especially in space) is a way to cirmcumvent the difficulty raised by
the dissipation appearing in the r.h.s. of Eqs. (IV.74) and (IV.75).

Indeed the P0 approximation of a continuous function necessarily leads to dissipation due to the
discontinuity of the approximated solution at the edge of the mesh whereas a continuous approxima-
tion drastically reduces the numerical diffusion. More precisely, let us consider a stationary solution
ū = ū(x,y) of a PDE admitting a discrete entropy inequality having the form (IV.73). With obvious
notations, starting at the initial instant from the P0 apprroximation of ū under the form

ū≈ ∑
i∈Ci

ū(xi,yi)1(x,y)∈Ci ,

the dissipation
−∑

i
Cσ

n
i, j ∑

j∈Ki

|X∗i, j−Xi|2,

will not allow to preserve the stationary solution.
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Chapter V

Beyond the Saint-Venant system

The derivation of the Saint-Venant system from the Navier-Stokes equations (see Chapter II) is based
on two main approximations – valid because of the shallow water assumption ε � 1 – namely

• the horizontal fluid velocity is well approximated by its vertical mean i.e.

u(x,z, t) = ū(x, t)+O(ε).

• the pressure is hydrostatic or equivalently the vertical acceleration of the fluid can be neglected
compared to the gravitational effects. This means the z-momentum equation of the Navier-Stokes
system

∂w
∂ t

+
∂uw
∂x

+
∂w2

∂ z
+

∂ p
∂ z

=−g+
∂Σzx

∂x
+

∂Σzz

∂ z
.

reduces to
∂ p
∂ z

=−g+
∂Σzx

∂x
+

∂Σzz

∂ z
.

But in practice, these two assumptions can be restrictive and in this chapter we propose two models
extending the Saint-Venant system.

Firstly, we examine the situation where the fluid surface is only partially free. Then, we propose a
non-hydrostatic Saint-Venant system i.e. a model where the hydrostatic pressure assumption is relaxed.
Finally, we derive a model with a distributed velocity field in the z direction. For this last model,
numerical simulations are presented.
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In this chapter, we present an original derivation process of a non-hydrostatic shallow water-type
model [32] which aims at approximating the incompressible Euler and Navier-Stokes systems with free
surface. The closure relations are obtained by a minimal energy constraint instead of an asymptotic
expansion. The model slightly differs from the well-known Green-Naghdi model and is confronted
with stationary and analytical solutions of the Euler system corresponding to rotational flows.

Notice that the modeling of the non-hydrostatic effects for shallow water flows does not raise insu-
perable difficulties [67, 36, 20, 108, 111, 33] but the analysis [3, 88] of the resulting models and their
discretization become tough.

1 Vertically averaged Euler systems

Neglecting the viscous effects, we consider the Euler equations written in a conservative form

∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z

= 0, (V.1a)

∂ϕu
∂ t

+
∂ϕu2

∂x
+

∂ϕuw
∂ z

+ϕ
∂ p
∂x

= 0, (V.1b)

∂ϕw
∂ t

+
∂ϕuw

∂x
+

∂ϕw2

∂ z
+ϕ

∂ p
∂ z

=−ϕg, (V.1c)

with ϕ defined by (I.7). The energy equation writes

∂

∂ t

ˆ
η

zb

(E + pa) dz+
∂

∂x

ˆ
η

zb

u
(
E + p

)
= H

∂ pa

∂ t
+( p|b− pa)

∂ zb

∂ t
, (V.2)

with E defined by (I.21). This system is completed with the boundary conditions (I.9),(I.10) and (I.11).
In our case, (I.10) reduces to

p|s = pa. (V.3)

For the sake of simplicity, in the following we neglect the variations of the atmospheric pressure pa

i.e. pa = pa
0 with pa

0 = 0.

1.1 Non negativity of the pressure

We also suppose in each point of the fluid region – including at the bottom – we have

p− pa > 0.

The analysis below and especially the kinetic interpretation is restricted to this situation. Notice that in
the case of hydrostatic Euler equations since we have

p− pa = g(η− z),

this assumption reduces to the non-negativity of the water height H.

2 Depth-averaged solutions of the Euler and Navier-Stokes systems

In this section we take the vertical average of the Euler system and study the necessary closure relations
for this system.

Let us denote 〈 f 〉 the average along the vertical axis, the so-called depth-average, of the quantity
f = f (z) i.e.

〈 f 〉(x, t) =
ˆ

R
f (x,z, t) dz. (V.4)

During the derivation process of the model, we assume the bottom topography does not depend on time
t, i.e.

∂ zb

∂ t
= 0.

The contribution of the time variations of the bottom topography is given in remark 9.
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2.1 Depth-averaging of the Euler solution

The goal is to transpose the entropy-based moment closures proposed by Levermore in [86] for kinetic
equations to our framework. In such a way, we obtain a nonperturbative derivation of shallow-water
models which is justified by an entropy minimization process under constraint. The constraints concern
the moments of the solution of the Euler equation, which are here the depth-averaged variables.

Taking into account the kinematic boundary conditions (I.9) and (I.11), the depth-averaged form of
the Euler system (V.1) writes

∂

∂ t
〈ϕ〉+ ∂

∂x
〈ϕu〉= 0, (V.5a)

∂

∂ t
〈ϕu〉+ ∂

∂x
〈ϕu2〉+ 〈ϕ ∂ p

∂x
〉= 0, (V.5b)

∂

∂ t
〈ϕw〉+ ∂

∂x
〈ϕuw〉+ 〈ϕ ∂ p

∂ z
〉=−〈ϕg〉, (V.5c)

∂

∂ t
〈ϕz〉+ ∂

∂x
〈ϕzu〉= 〈ϕw〉, (V.5d)

where the last equation is a rewriting of

〈
ˆ z

zb

(
∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z

)
dz〉= 〈z

(
∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z

)
〉= 0,

using again the kinematic boundary conditions. Notice that using the definition (I.7), we have

〈ϕ〉= H, and 〈ϕz〉=
η2− z2

b
2

. (V.6)

Simple manipulations allow to obtain the system (V.5) from the Euler system (V.1),(I.9) and (I.11) e.g.
for Eq. (V.5a), starting from (V.1a) we write

〈∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z
〉= 0,

and permuting the derivative with the integral using the Leibniz rule directly gives (V.5a).
We decompose the pressure p under the form

p = g(η− z)+ pnh,

i.e. the sum of the hydrostatic and non-hydrostatic parts of the pressure. Hence, the system (V.5)
becomes 

∂

∂ t
〈ϕ〉+ ∂

∂x
〈ϕu〉= 0, (V.7a)

∂

∂ t
〈ϕu〉+ ∂

∂x

(
〈ϕu2〉+g〈ϕ(η− z)〉+ 〈ϕ pnh〉

)
=−(g〈ϕ〉+ pnh|b)

∂ zb

∂x
, (V.7b)

∂

∂ t
〈ϕw〉+ ∂

∂x
〈ϕuw〉= pnh|b , (V.7c)

∂

∂ t
〈ϕz〉+ ∂

∂x
〈ϕzu〉= 〈ϕw〉, (V.7d)

where the boundary condition (V.3) has been used. The energy equation (V.2) gives

∂

∂ t
〈ϕE〉+ ∂

∂x
〈ϕu(E + p)〉= 0, (V.8)

where E(z;u,w) is defined by (I.21).
Therefore the system (V.7) has four equations with four unknowns, namely 〈ϕ〉, 〈ϕu〉, 〈ϕw〉 and

〈ϕ pnh〉 and closure relations are needed to define 〈ϕu2〉, 〈ϕuw〉, 〈ϕzu〉 and pnh|b.
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If u′,w′ are defined as the deviations of u,w with respect to their depth-averages, then it comes

ϕu = ϕ
〈ϕu〉
〈ϕ〉

+ϕu′, ϕw = ϕ
〈ϕw〉
〈ϕ〉

+ϕw′, (V.9)

with 〈ϕu′〉 = 〈ϕw′〉 = 0. Following the moment closure proposed by Levermore [86], we study the
minimization problem

min
u′,w′
〈{ϕE(z;u,w)}〉. (V.10)

The energy E(z;u,w) being quadratic with respect to u we notice

〈ϕu2〉= 〈ϕu〉2

〈ϕ〉
+2〈ϕuu′〉+ 〈ϕ(u′)2〉

=
〈ϕu〉2

〈ϕ〉
+ 〈ϕ(u′)2〉

>
〈ϕu〉2

〈ϕ〉
,

(V.11)

and similarly, we obtain

〈ϕw2〉> 〈ϕw〉2

〈ϕ〉
. (V.12)

Eqs. (V.11) and (V.12) mean that the solution of the minimization problem (V.10) is given by

〈ϕE
(

z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
〉= min

u′,w′
〈{ϕE(z;u,w)}〉, (V.13)

and

〈ϕE
(

z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
〉= 〈ϕu〉2 + 〈ϕw〉2

2〈ϕ〉
+g〈ϕz〉, (V.14)

Since the only choice leading to equalities in relations (V.11) and (V.12) corresponds to

u =
〈ϕu〉
〈ϕ〉

, and w =
〈ϕw〉
〈ϕ〉

,

this allows to precise the closure relations associated to a minimal energy, namely

〈ϕu2〉= 〈ϕu〉2

〈ϕ〉
, (V.15a)

〈ϕuw〉= 〈ϕu〉〈ϕw〉
〈ϕ〉

, (V.15b)

〈ϕzu〉= 〈ϕz〉〈ϕu〉
〈ϕ〉

. (V.15c)

Replacing (V.15) into Eqs. (V.7) leads to the system

∂

∂ t
〈ϕ〉+ ∂

∂x
〈ϕu〉= 0, (V.16a)

∂

∂ t
〈ϕu〉+ ∂

∂x

(
〈ϕu〉2

〈ϕ〉
+g〈ϕ(η− z)〉+ 〈ϕ pnh〉

)
=−(g〈ϕ〉+ pnh|b)

∂ zb

∂x
, (V.16b)

∂

∂ t
〈ϕw〉+ ∂

∂x
〈ϕw〉〈ϕu〉

〈ϕ〉
= pnh|b , (V.16c)

∂

∂ t
〈ϕz〉+ ∂

∂x
〈ϕz〉〈ϕu〉

〈ϕ〉
= 〈ϕw〉, (V.16d)

but it remains to find the closure relation for the non-hydrostatic pressure terms. As proved in the
following proposition, the only possible choice is

pnh|b = 2
〈ϕ pnh〉
〈ϕ〉

. (V.17)
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Proposition V.1. The solutions of the Euler system (V.1)-(V.3),(I.11),(I.9) satisfying the closure rela-
tions (V.15),(V.17) are also solutions of the system

∂

∂ t
〈ϕ〉+ ∂

∂x
〈ϕu〉= 0, (V.18a)

∂

∂ t
〈ϕu〉+ ∂

∂x

(
〈ϕu〉2

〈ϕ〉
+g〈ϕ(η− z)〉+ 〈ϕ pnh〉

)
=−

(
g〈ϕ〉+2

〈ϕ pnh〉
〈ϕ〉

)
∂ zb

∂x
, (V.18b)

∂

∂ t
〈ϕw〉+ ∂

∂x
〈ϕw〉〈ϕu〉

〈ϕ〉
= 2
〈ϕ pnh〉
〈ϕ〉

, (V.18c)

∂

∂ t
〈ϕz〉+ ∂

∂x
〈ϕz〉〈ϕu〉

〈ϕ〉
= 〈ϕw〉. (V.18d)

This system is a depth-averaged approximation of the Euler system and admits – for smooth solutions –
an energy balance under the form

∂

∂ t
〈ϕE

(
z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
〉

+
∂

∂x
〈〈ϕu〉
〈ϕ〉

(
ϕE
(

z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
+ 〈ϕ pnh〉

)
〉= 0.

(V.19)

Remark 8. It is important to notice that whereas the solution H,u,w, p of the Euler system (V.1)-
(V.3),(I.11),(I.9) also satisfies the system (V.7), only the solutions H,u,w, p of the Euler system (V.1)-
(V.3),(I.11),(I.9) satisfying the closure relations (V.15),(V.17) are also solutions of the system (V.18)-
(V.19). On the contrary, any solutions 〈ϕ〉, 〈ϕu〉, 〈ϕw〉 and 〈pnh〉 of (V.18)-(V.18d) with pnh|b defined
by (V.17) are also solutions of (V.7)-(V.8).

Proof of prop. V.1. Only the manipulations allowing to obtain (V.19) have to be detailed. More pre-
cisely, we have to prove that, in (V.16), the relation (V.17) is needed in order to obtain (V.19).

For that purpose, we multiply (V.16b) by 〈ϕu〉
〈ϕ〉 and we rewrite each of the obtained terms. For the

terms also appearing in the Saint-Venant system i.e. corresponding to the hydrostatic part of the model,
we easily obtain(

∂

∂ t
〈ϕu〉+ ∂

∂x

(
〈ϕu〉2

〈ϕ〉
+g〈ϕ(η− z)〉

)
+g〈ϕ〉∂ zb

∂x

)
〈ϕu〉
〈ϕ〉

=

∂

∂ t
〈ϕE

(
z;
〈ϕu〉
〈ϕ〉

,0
)
〉+ ∂

∂x
〈〈ϕu〉
〈ϕ〉

ϕE
(

z;
〈ϕu〉
〈ϕ〉

,0
)
〉.

(V.20)

Multiplying (V.16c) by 〈ϕw〉
〈ϕ〉 and using (V.16a), we obtain the relation

∂

∂ t
〈ϕw〉2

2〈ϕ〉
+

∂

∂x
〈ϕu〉〈ϕw〉2

2〈ϕ〉2
=
〈ϕw〉
〈ϕ〉

pnh|b . (V.21)

And for the contribution of the non-hydrostatic pressure terms of Eq. (V.16b) over the energy balance,
it comes (

∂

∂x
〈ϕ pnh〉+ pnh|b

∂ zb

∂x

)
〈ϕu〉
〈ϕ〉

=
∂

∂x
〈ϕ pnh〉〈ϕu〉
〈ϕ〉

−〈ϕ pnh〉
∂

∂x
〈ϕu〉
〈ϕ〉

+ pnh|b
〈ϕu〉
〈ϕ〉

∂ zb

∂x

=
∂

∂x
〈ϕ pnh〉〈ϕu〉
〈ϕ〉

− 〈ϕ pnh〉
〈ϕ〉

∂ 〈ϕu〉
∂x

+
〈ϕ pnh〉〈ϕu〉
〈ϕ〉2

∂ 〈ϕ〉
∂x

+ pnh|b
〈ϕu〉
〈ϕ〉

∂ zb

∂x
. (V.22)

85



Since the identity

〈ϕz〉= 〈ϕ〉
2

(〈ϕ〉+2zb) ,

holds, relation (V.16d) coupled with (V.16a) reduces to

〈ϕw〉=−〈ϕ〉
2

∂ 〈ϕu〉
∂x

+
〈ϕu〉

2
∂ (〈ϕ〉+2zb)

∂x
, (V.23)

and we can rewrite (V.22) under the form(
∂

∂x
〈ϕ pnh〉+ pnh|b

∂ zb

∂x

)
〈ϕu〉
〈ϕ〉

=
∂

∂x
〈ϕ pnh〉〈ϕu〉
〈ϕ〉

+2
〈ϕ pnh〉
〈ϕ〉2

〈ϕw〉

+

(
pnh|b−2

〈ϕ pnh〉
〈ϕ〉

)
〈ϕu〉
〈ϕ〉

∂ zb

∂x
.

(V.24)

Adding (V.20),(V.21) and (V.24) gives

∂

∂ t
〈ϕE

(
z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
〉+ ∂

∂x
〈〈ϕu〉
〈ϕ〉

(
ϕE
(

z;
〈ϕu〉
〈ϕ〉

,
〈ϕw〉
〈ϕ〉

)
+ 〈ϕ pnh〉

)
〉

=

(
pnh|b−2

〈ϕ pnh〉
〈ϕ〉

)(
〈ϕw〉
〈ϕ〉

+
〈ϕu〉
〈ϕ〉

∂ zb

∂x

)
.

(V.25)

Using (V.23) we have

〈ϕw〉
〈ϕ〉

+
〈ϕu〉
〈ϕ〉

∂ zb

∂x
=−1

2
∂ 〈ϕu〉

∂x
+
〈ϕu〉
2〈ϕ〉

∂ 〈ϕ〉
∂x

=−〈ϕ〉
2

∂

∂x

(
〈ϕu〉
〈ϕ〉

)
,

and therefore the right hand side of (V.25) vanishes iff (V.17) holds that concludes the proof. �

2.2 The proposed non-hydrostatic averaged model and other writings

In the following, we no more handle variables corresponding to vertical means of the solution of the
Euler equations (V.1). We adopt the notation f = f (x, t). By analogy with (V.18)-(V.19), we consider
as non-hydrostatic averaged model the following system

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.26a)

∂

∂ t
(Hu)+

∂

∂x

(
Hu2 +

g
2

H2 +H pnh

)
=−(gH +2pnh)

∂ zb

∂x
, (V.26b)

∂

∂ t
(Hw)+

∂

∂x
(Hwu) = 2pnh, (V.26c)

∂

∂ t

(
η2− z2

b
2

)
+

∂

∂x

(
η2− z2

b
2

u
)
= Hw. (V.26d)

The smooth solutions H, u, w, pnh of the system (V.26) also satisfies the energy balance

∂E
∂ t

+
∂

∂x

(
u
(
E +

g
2

H2 +H pnh
))

= 0, (V.27)

where

E =
H(u2 +w2)

2
+

gH(η + zb)

2
. (V.28)

Notice that simple manipulations of Eqs. (V.26) lead to the relation

Hw =−H
2

∂ (Hu)
∂x

+
Hu
2

∂ (H +2zb)

∂x
, (V.29)

corresponding to a shallow water expression of the divergence free condition.
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The system (V.26)-(V.27) has been obtained by one of the authors in [121] but in the framework of
asymptotic expansion. In this case, the justification of the closure relations is less obvious than using
the energy-based optimality criterion (V.13).

Simple manipulations in the equations of (V.26) lead to different formulations of the model which
are given in the two following corollaries.

Corollary V.2. The system (V.26) can be rewritten under the form

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.30a)

∂

∂ t
(Hu)+

∂

∂x

(
Hu2 +

g
2

H2 +H pnh

)
=−(gH +2pnh)

∂ zb

∂x
, (V.30b)

∂

∂ t
(Hw)+

∂

∂x
(Hwu) = 2pnh, (V.30c)

Hw =−H
2

∂ (Hu)
∂x

+
Hu
2

∂ (H +2zb)

∂x
, (V.30d)

and for smooth solutions Eq. (V.27) remains valid.

Corollary V.3. The system (V.26) can be rewritten under the form

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.31a)

∂

∂ t
(Hu)+

∂

∂x

(
Hu2 +

g
2

H2 +H pnh

)
=−(gH +2pnh)

∂ zb

∂x
, (V.31b)

∂

∂ t

(
H2

2
w
)
+

∂

∂x

(
H2

2
wu
)
= H pnh +Hw2−Huw

∂ zb

∂x
, (V.31c)

∂

∂ t

(
H2

2

)
+

∂

∂x

(
H2

2
u
)
= Hw−Hu

∂ zb

∂x
, (V.31d)

and for smooth solutions Eq. (V.27) remains valid.

Corollary V.4. The system (V.26) can be rewritten under the form

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.32a)

∂

∂ t
(Hu)+

∂

∂x
(Hu2)+

∂

∂x
(H p) =−2p

∂ zb

∂x
, (V.32b)

∂

∂ t

(
η2− z2

b
2

w
)
+

∂

∂x

(
η2− z2

b
2

wu
)
= (H +2zb)p+Hw2−g

η2− z2
b

2
, (V.32c)

∂

∂ t

(
η2− z2

b
2

)
+

∂

∂x

(
η2− z2

b
2

u
)
= Hw, (V.32d)

and for smooth solutions Eq. (V.27) remains valid.

Proofs of corollaries V.2, V.3 and V.4. Equation (V.31c) can be obtained multiplying Eq. (V.26c) by H
2

and using (V.29) and simple manipulations allow to obtain (V.31d) from (V.26d). Equation (V.32c) can
be obtained multiplying Eq. (V.26c) by H+2zb

2 and using (V.29). �

Remark 9. When considering the bottom zb can vary w.r.t. time t, the system (V.26) remains unchanged
only the energy balance (V.27) is modified and becomes

∂E
∂ t

+
∂

∂x

(
u
(
E +

g
2

H2 +H pnh
))

= (gH +2pnh)
∂ zb

∂ t
, (V.33)

with E defined by (V.28). Since p|b = gH + 2pnh, the contributions of the time variations of zb in
Eq. (V.33) are consistent with those appearing in (V.2).
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2.3 About asymptotic expansion

For shallow water flows, the model derivation is often carried out using the shallow water assumption.
Indeed, introducing the small parameter

ε =
h
λ
,

where h and λ , two characteristic dimensions along the z and x axis respectively, an asymptotic expan-
sion of the Euler or Navier-Stokes system leads to simplified averaged models such as the Saint-Venant
system. As in [57, 51, 98, 121] and neglecting the viscous and friction effects, the shallow water
assumption allows to justify the estimate

u = u+O(ε2), (V.34)

leading, using the divergence free condition, to

w =−(z− zb)
∂u
∂x

+u
∂ zb

∂x
+O(ε2). (V.35)

Inserting (V.34) and (V.35) in the momentum equation (V.1c) implies that the non-hydrostatic part of
the pressure is linear in the variable z

∂ pnh

∂ z
= α(x, t)(z− zb)+β (x, t)+O(ε2).

Unfortunately, the preceding relation is not compatible with the closure relation for the pressure (V.17).
And it is then necessary to add a scaling coefficient over the non-hydrostatic pressure terms in order to
ensure the existence of an energy balance.

Notice that the energy balance obtained using the rescaled non-hydrostatic pressure terms differ
from (V.19) and (V.27). The Green-Naghdi [67] can be derived using such an asymptotic expansion
strategy.

2.4 Comparison with Green-Naghdi model

One of the most popular models for the description of long, dispersive water waves is the Green-Naghdi
model. Several derivations of the Green-Naghdi model have been proposed in the litterature [67, 66,
127, 102]. For the mathematical justification of the model, the reader can refer to [3, 96] and for its
numerical approximation to [83, 21, 42, 31].

Following [83] and with zb = cst, the Green-Naghdi model reads
∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.36a)

∂ (Hu)
∂ t

+
∂

∂x

(
Hu2 +

g
2

H2 +H pgn

)
= 0, (V.36b)

with pgn =
1
3 HḦ and the “dot” notation means the material derivative

Ḣ =
∂H
∂ t

+u
∂H
∂x

. (V.37)

When zb = cst, the Green-Naghdi model and the non-hydrostatic model (V.26) are identical up to
a multiplicative constant for the non-hydrostatic pressure. Indeed starting from the expression of pgn,
the relations (V.36a) and (V.37) give

pgn =
1
3

H
(

∂ Ḣ
∂ t

+u
∂ Ḣ
∂x

)
=

1
3

H
(

∂

∂ t

(
−H

∂u
∂x

)
+u

∂

∂x

(
−H

∂u
∂x

))
.
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If we denote, as in (V.29)

w =−H
2

∂u
∂x

, (V.38)

it comes

pgn =
2
3

H
(

∂w
∂ t

+u
∂w
∂x

)
=

2
3

(
∂

∂ t
(Hw)+

∂

∂x
(Huw)

)
.

Therefore, the Green-Naghdi can also be written under the form

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.39a)

∂ (Hu)
∂ t

+
∂

∂x

(
Hu2 +

g
2

H2 +H pgn

)
= 0, (V.39b)

∂

∂ t
(Hw)+

∂

∂x
(Huw) =

3
2

pgn, (V.39c)

with the constraint (V.38) and completed, for smooth solutions, by the energy balance

∂Egn

∂ t
+

∂

∂x
u
(
Egn +H pgn

)
= 0, (V.40)

with

Egn =
H
2

(
u2 +

2
3

w2
)
+

g
2

H2. (V.41)

The energy balance (V.40) illustrates the main difference between the Green-Nagdhi model and the
proposed non-hydrostatic model (V.26)-(V.27). In the case of a flat bottom, (V.28) and (V.41) only
differ by the coefficient 2

3 in the vertical part of the kinetic energy.
To summarize, for flat bottom, choosing either γ = 2 or γ = 3

2 , the system

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.42a)

∂ (Hu)
∂ t

+
∂

∂x

(
Hu2 +

g
2

H2 +H p
)
= 0, (V.42b)

∂

∂ t
(Hw)+

∂

∂x
(Huw) = γ p, (V.42c)

w =−H
2

∂u
∂x

, (V.42d)

corresponds to the depth-averaged system (V.26) or to the Green-Naghdi system (V.38)-(V.39), respec-
tively. The system (V.42) is completed with the energy balance

∂Eγ

∂ t
+

∂

∂x
u
(
Eγ +H p

)
= 0, (V.43)

with

Eγ =
H
2

(
u2 +

1
γ

w2
)
+

g
2

H2. (V.44)

Despite its similarities with the Green-Naghdi model, the non-hydrostatic model (V.26)-(V.27) has
several advantages

• its derivation is more simple than the Green-Naghdi model (see [67, 66]),

• the topography source terms appear quite naturally (that is not the case for most of the versions
available in the literature [35, 106]),

• the model formulation is written under the form of an advection-reaction set of PDE and does
not contain high order derivatives.

A comparison between the solutions of the two non-hydrostatic models is obviously a key point but it
requires a numerical scheme for their discretization that is not in the scope of this paper. We illustrate in
paragraphs 4.1 and 4.2 the differences between the two non-hydrostatic models in the case of analytical
solutions.
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2.5 Hydrostatic case

The process used for the derivation of the non-hydrostatic model in paragraph 2.1 can also be used for
the derivation of shallow water hydrostatic models.

The hydrostatic assumption in (V.1) that means that the contribution of the vertical acceleration in
the pressure p can be neglected, leads to the classical model

∂ϕ

∂ t
+

∂ϕu
∂x

+
∂ϕw
∂ z

= 0, (V.45a)

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x

= 0, (V.45b)

∂ p
∂ z

=−g. (V.45c)

This hydrostatic model – or some variants with horizontal and vertical viscosity or other specific terms –
is often used in geophysical flows studies and it has been widely studied, let us mention some important
contributions [30, 69, 99].

Starting from Eqs. (V.45), the shallow water assumption allows to derive the classical Saint-Venant
system (see also [55, 57, 98])

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.46a)

∂ (Hu)
∂ t

+
∂ (Hu2)

∂x
+

g
2

∂H2

∂x
=−gH

∂ zb

∂x
. (V.46b)

The smooth solutions of (V.46) satisfy the energy equality

∂Eh

∂ t
+

∂

∂x

(
u
(
Eh +g

H2

2
))

= 0, (V.47)

with the energy

Eh =
Hu2

2
+

gH(η + zb)

2
. (V.48)

Notice that (V.47),(V.48) corresponds to (I.21),(V.2) where the hydrostatic and shallow water assump-
tions are made.

2.6 A depth-averaged Navier-Stokes system

In Section 1, we have started from the Euler system to obtain its depth-averaged version. In this section,
we use the same process as in paragraphs 2 to obtain a depth-averaged Navier-Stokes system. And we
have the following proposition

Proposition V.5. A depth-averaged version of the free surface Navier-Stokes system leads to the model

∂H
∂ t

+
∂

∂x

(
Hu
)
= 0, (V.49a)

∂

∂ t
(Hu)+

∂

∂x

(
Hu2 +

g
2

H2 +H pnh

)
=−(gH +2pnh)

∂ zb

∂x
+

∂

∂x

(
2µH

∂u
∂x

)
−κu, (V.49b)

∂

∂ t
(Hw)+

∂

∂x
(Hwu) = 2pnh +

∂

∂x

(
µH

∂w
∂x

)
, (V.49c)

∂

∂ t

(
η2− z2

b
2

)
+

∂

∂x

(
η2− z2

b
2

u
)
= Hw. (V.49d)

Moreover the smooth solutions of (V.49) satisfy the energy balance

∂E
∂ t

+
∂

∂x

(
u
(

E +
g
2

H2 +H pnh−2µH
∂u
∂x

)
−µHw

∂w
∂x

)
=−µH

(
2
(

∂u
∂x

)2

+

(
∂w
∂x

)2
)
−κu2,

(V.50)
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with E defined by (V.28).

Proof of proposition V.5. Compared to the derivation of the model (V.26)-(V.27), only the treatment of
the viscous terms has to be precised and we have

ˆ (
∂Σxx

∂x
+

∂Σxz

∂ z

)
ϕdz =

∂

∂x

ˆ
2µ

∂u
∂x

ϕdz−κu,

where the boundary conditions (I.10),(I.14) have been used. And replacing u by u in the r.h.s. of the
preceding relation gives the expression of the viscous term in (V.49b). Likewise, using (I.10),(I.14), we
have ˆ (

∂Σzx

∂x
+

∂Σzz

∂ z

)
ϕdz =

∂

∂x

ˆ
µ

∂w
∂x

ϕdz,

and replacing w by w gives the expression of the viscous term in (V.49c). Multiplying (V.49b) by
u and (V.49c) by w and after simple manipulations, we obtain the relation (V.50) that completes the
proof. �

3 Some properties of the non-hydrostatic model

3.1 Expression for pnh

Equation (V.26d) – that is equivalent to (V.29) – is not a dynamical equation but a constraint ensuring
a shallow water version of the divergence free condition. And hence it plays a specific role in the
non-hydrostatic model. We try to reformulate Eq. (V.29) in order to obtain an equation satisfied by the
pressure pnh. The process used is similar to Chorin solenoidal decomposition of the velocity field [44]
for Navier-Stokes equations.

The derivative w.r.t. time t of the shallow water form of the divergence free condition (V.29) gives

∂ (Hw)
∂ t

+
H
2

∂ 2(Hu)
∂x∂ t

− 1
2

∂ (H +2zb)

∂x
∂ (Hu)

∂ t
=−Hu

2
∂ 2(Hu)

∂x2 +
1
2

(
∂ (Hu)

∂x

)2

,

where relation (V.26a) has been used. Now substituting the expressions (V.26b),(V.26c) for

∂ (Hu)
∂ t

, and
∂ (Hw)

∂ t
,

in the previous relation gives

2pnh−
H
2

∂ 2(H pnh)

∂x2 +
∂ (H +2zb)

∂x

(
1
2

∂ (H pnh)

∂x
+ pnh

∂ zb

∂x

)
−H

∂

∂x

(
pnh

∂ zb

∂x

)
= B, (V.51)

with

B =
1
2

(
∂ (Hu)

∂x

)2

− Hu
2

∂ 2(Hu)
∂x2 +

∂ (Hwu)
∂x

+
H
2

(
∂ 2

∂x2

(
Hu2 +

g
2

H2
)
+g

∂

∂x

(
H

∂ zb

∂x

))
− 1

2
∂ (H +2zb)

∂x

(
∂

∂x

(
Hu2 +

g
2

H2
)
+gH

∂ zb

∂x

)
.

From (V.29), we get

∂ (Hwu)
∂x

= −1
2

∂

∂x

(
Hu

∂ (Hu)
∂x

)
+

∂

∂x

(
Hu2

2
∂ (H +2zb)

∂x

)
,
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leading to

B = −Hu
∂ 2(Hu)

∂x2 +
H
2

(
∂ 2

∂x2

(
Hu2 +

g
2

H2
)
+g

∂

∂x

(
H

∂ zb

∂x

))
+

Hu2

2
∂ 2(H +2zb)

∂x2 − 1
2

∂ (H +2zb)

∂x

(
∂

∂x

(g
2

H2
)
+gH

∂ zb

∂x

)
= H

(
−u

∂ 2(Hu)
∂x2 +

1
2

∂ 2(Hu2)

∂x2 +
u2

2
∂ 2(H +2zb)

∂x2

)
+

gH
2

(
H

∂ 2(H + zb)

∂x2 −2
∂ zb

∂x
∂ (H + zb)

∂x

)
.

Introducing the new variable
qnh =

√
H pnh,

relation (V.51) becomes

−4H2 ∂ 2qnh

∂x2 +Λqnh = 8
√

HB, (V.52)

that is an non-homogeneous differential equation with

Λ = 16

(
1+
(

∂ zb

∂x

)2
)
−8H

∂ 2zb

∂x2 +16
∂H
∂x

∂ zb

∂x
−2H

∂ 2H
∂x2 +3

(
∂H
∂x

)2

.

And the sign of Λ in Eq. (V.52) gives interesting informations about the influence of the non-hydrostatic
terms. Indeed, for smooth/small variations of zb and H, we have Λ > 0 whereas large variations of zb
and H can lead to the situation where Λ < 0.

When Λ > 0, Eq. (V.52) corresponds to a diffusion type equation and when Λ < 0, Eq. (V.52)
corresponds to an Helmholtz type equation. This remark is very important since situations where
Λ < 0 may correspond to areas where the non-hydrostatic effects can be significant

3.2 Requirements for the pressure p

The positivity of the pressure p for the incompressible Euler equations (see paragraph 1.1) is an acute
problem. On the one hand, the Euler system allows the pressure p to be non-positive, on the other hand
p < 0 means that the fluid is no more in contact with the bottom and the system (V.1)-(V.3),(I.9),(I.11)
has to be reformulated, especially its boundary conditions.

This problem vanishes when considering the Saint-Venant system. Indeed in this situation, the
pressure term corresponds to

g
2

H2,

that is always non-negative.
When H → 0 the Euler equations, the proposed non-hydrostatic model but also the Saint-Venant

system are no more physically relevant. We would like in this situation, as for the Saint-Venant system,
that the model (V.26)-(V.27) well behaves both at the continuous and discrete level.

4 Analytical solutions

The analysis of the proposed non-hydrostatic model being very complex, the knowledge of analytical
solutions allows to examine the behavior of the model in particular situations. Moreover, analytical
solutions are an important tool for the validation of numerical schemes.

In the following, we propose different analytical solutions for the averaged non-hydrostatic model (V.26)-
(V.27).
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4.1 Time dependent analytical solutions

In this paragraph we consider the Euler system (V.1) with the boundary conditions (I.9),(I.11) and (V.3).
This system can also be written under the form

∂H
∂ t

+
∂

∂x

ˆ
η

zb

u dz = 0, (V.53a)

w =− ∂

∂x

ˆ z

zb

u dz, (V.53b)

∂u
∂ t

+u
∂u
∂x

+w
∂u
∂ z

+
∂ p
∂x

= 0, (V.53c)

∂w
∂ t

+u
∂w
∂x

+w
∂w
∂ z

+
∂ p
∂ z

=−g+ s, (V.53d)

coupled with the boundary condition (V.3) where s is an external forcing term.
And we have the following proposition.

Proposition V.6. Let us consider the variables u,w,H,zb, p defined by

H(x, t) = max

(
H0−

b2

2

(
x−
ˆ t

t̃0
f (t1)dt1

)2

,0

)
, (V.54a)

u(x,z, t) = f (t)1H>0, (V.54b)

w(x,z, t) = b2x f (t)1H>0, (V.54c)

zb(x) = b1 +
b2

2
x2, (V.54d)

p(x,z, t) = (g+b2 f 2)(H + zb− z)1H>0, (V.54e)

s(x,z, t) = b2x
d f
dt

, (V.54f)

where H0 > 0,b1,b2 are constants and the function f satisfies the ODE

d f
dt

+b2(g+b2 f 2)

ˆ t

t̃0
f (t1)dt1 = 0, f (t0) = f 0, t̃0 ∈R. (V.55)

Then u,w,H,zb, p as defined previously satisfy the 2d incompressible Euler equations with free sur-
face (V.53) with the boundary condition (V.3) where pa = 0.

Proof. The proof relies on simple manipulations. Replacing (V.54) in (V.53) shows the solution is
analytic when (V.55) is satisfied. �

Remark 10. Analytical solutions without the source term s in (V.53d) would have been a stronger result.
Nevertheless, since we only consider a source term for one of the four equations (V.53), it remains an
interesting result for numerical validations.

These analytical solutions generalize the solutions obtained by Thacker [128] for the shallow water
equations. The analysis of the ODE (V.55) is not in the scope of this paper. Notice that the change of
variables

h(t) =
ˆ t

t̃0
f (t1)dt1,

allows to rewrite (V.55) under the form

d2h
dt2 +b2

(
g+b2

(
dh
dt

)2
)

h = 0,

h(t0) =
ˆ t0

t̃0
f (t1)dt1, ẏ(t0) = f (t0) = f 0.

(V.56)
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It is worth noticing that when H > 0 the free surface is a straight line varying with time. Indeed, from
the definitions of prop. V.6 and when H > 0, we get that for any t

H + zb = b1−
b2

2

(
−2x
ˆ t

t̃0
f (t1)dt1 +

(ˆ t

t̃0
f (t1)dt1

)2
)
,

that is a linear function of the x variable.
The analytical solution depicted in prop. (V.6) is interesting for two reasons. First, it allows to

confront a numerical scheme with behaviors difficult to capture typically drying and flooding. The
second reason is explained in the following proposition.

Proposition V.7. The variables H, u, w, zb defined as in Eqs. (V.54a)-(V.54d) and p defined by

p =
g
2

H + pnh =
1
H

ˆ
η

zb

p(x,z, t)dz,

with p given in (V.54e) are analytical solutions of the depth-averaged Euler system (V.26) completed
with the source term s.

The propositions V.6 and V.7 produce a very important consequence. Taking into account the
source term s, we have exhibited an analytical solution for the 2d Euler system (V.1)-(V.2) with free
surface which is also an analytical solution for the non-hydrostatic model (V.26)-(V.27) we propose.
This a strong argument proving our model is a good approximation of the Euler system for shallow
water flows. And this is reinforced by the following proposition.

Proposition V.8. When f satisfies (V.55), the solution (V.54) is not an analytical solution of the Green-
Naghdi model (V.39)-(V.40). If f satisfies the ODE

d f
dt

+b2

(
g+

4b2

3
f 2
)ˆ t

t̃0
f (t1)dt1 = 0, f (t0) = f 0, t̃0 ∈R, (V.57)

then (V.54) is an analytical solution of the Green-Naghdi model (V.39)-(V.40). But the energy bal-
ance (V.40) is not consistent with the energy equation (V.2) of the Euler system.

Proof of prop. V.8. The proof relies on simple calculations. Since from (V.54) we have

ˆ
η

zb

E dz =

ˆ
η

zb

(
u2 +w2

2
+gz

)
dz =−b0 f 2

4

(
x−
ˆ t

t̃0
f (t1)dt1

)2 (
1+b2

0x2)
+

gb2
0

8

(x2−
(

x−
ˆ t

t̃0
f (t1)dt1

)2
)2

− x4


= E

6= Egn,

this proves the result. �

To illustrate the difference between the solutions having the form (V.54) for the two non-hydrostatic
models (V.26) and (V.39), we plot on Fig. V.1 the solutions of (V.55) and (V.57). The solutions have
been obtained using an implicit first order Euler scheme solving (V.55) and (V.57). Over Fig. V.1, the
solid lines (resp. the dashed lines) correspond to solutions of (V.55) (resp. (V.57)). The two curves
with amplitude 1 have been obtained with b0 = 15, t̃0 = t0 = 0 s, f (t0) = 1 and the two curves with
amplitude 1

2 have been obtained with b0 = 10, t̃0 = t0 = 0 s, f (t0) = 1
2 . We observe that whenever the

solutions of (V.55) and (V.57) remain periodic, the period differs especially for large values of b0.
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Figure V.1: Comparison of the solutions of (V.55) (solid lines) and (V.57) (dashed lines).

4.2 Solitary wave solutions

Using a process similar to what is done in [83, 42], in the case where zb = cst, we can exhibit solitary
waves for the system (V.26) under the form

H = H0 +a
(

sech
(

x− c0t
l

))2

, (V.58a)

u = c0

(
1− d

H

)
, (V.58b)

w =−ac0d
lH

sech
(

x− c0t
l

)
sech′

(
x− c0t

l

)
, (V.58c)

pnh =
ac2

0d2

2l2H2

(
(2H0−H)

(
sech′

(
x− c0t

l

))2

+H sech
(

x− c0t
l

)
sech′′

(
x− c0t

l

))
, (V.58d)

where f ′ denotes the derivative of function f and

c0 =
l
d

√
gH3

0

l2−H2
0
, and a =

H3
0

l2−H2
0
,

and (d, l,H0) ∈R3 with l > H0 > 0.
The system (V.58) also gives analytical solutions for the Green-Naghdi system. Indeed, replacing

a and c0 by aγ and c0,γ defined by

aγ =
H3

0
γ

2 l2−H2
0
,

c0,γ =

√
γ

2
l
d

√
gH3

0
γ

2 l2−H2
0
,

with (d, l,H0) ∈ R3 and l > H0 > 0, the system (V.58) gives an analytical solution for the general
system (V.42). Therefore, we are able to compare the analytical solutions of the two non-hydrostatic
system. On Fig. V.2, we have plotted the water depth at three different instants t0 = 0 s, t1 = 4 s and
t2 = 12 s corresponding to the propagation of the two analytical solitary waves with H0 = 1 m and d = 2
m. Fig. V.2-(a), the analytical solutions of the depth-averaged model and the Green-Naghdi model are
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depicted by the solid and dashed lines, respectively. The solutions correspond to the choice l = 2 m
and the corresponding values of a2 and c0,2 for the depth-averaged model and the corresponding values
of a3/2 and c0,3/2 for the Green-Naghdi model. We see on Fig. V.2-(a) that starting from the same
physical parameters H0,d, l, the two non-hydrostatic models propagate two solitons but with different
amplitudes and propagation velocities. On the contrary, we can choose the physical parameters, typi-
cally l, so that the two solitons have the same amplitude and propagation velocities. Indeed, choosing
for the depth-averaged system l = 2 m and the corresponding values of a2 and c0,2 and for the Green-
Naghdi model l = 4√

3
m and the corresponding values of a3/2 and c0,3/2 we obtained on Fig. V.2-(b)

two solitons with the same amplitude and propagation velocities but a slightly different shape.

(a)

(b)

Figure V.2: Comparaison of analytical solutions of the depth-averaged model (NH) (solid lines) and of
the Green-Naghdi (dashed lines) in the case of a solitary wave: (a) same values of l (b) same amplitude
and propagation velocity.
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4.3 Stationary solutions

4.3.1 Regularity of stationary solutions

Simple manipulations show that stationary analytical solutions of (V.26) have to satisfy

Hu = Q0 =Cst, (V.59a)
∂

∂x

(
Q2

0
H

+
g
2

H2 +H pnh

)
=−(gH +2pnh)

∂ zb

∂x
, (V.59b)

Hw =
Q0

2
∂

∂x
(H +2zb) , (V.59c)

pnh =
Q0

2
∂w
∂x

, (V.59d)

or equivalently

∂H
∂x

=
2

Q0
Hw−2

∂ zb

∂x
∂w
∂x

=
2

Q0
pnh,

∂ pnh

∂x
=

(
Q2

0
H2 −gH− pnh

)(
2

Q0
w− 2

H
∂ zb

∂x

)
−
(

g+
2pnh

H

)
∂ zb

∂x
,

and u = Q0
H . Hence, as long as H > 0, we have (H,w, pnh) ∈ (Ck)3 if zb ∈Ck. This means that when zb

is at least continuous, the stationary solutions of the non-hydrostatic model are necessarily continuous
and do not admit shocks.

4.3.2 Stationary quasi-analytical solutions

From the previous writing, we deduce the following proposition.

Proposition V.9. Choosing Q0, a boundary condition H0 for H and a given function f = f (x) corre-
sponding to the desired vertical velocity i.e. w = f , then the variables pnh,H,zb,u, defined by

pnh =
Q0

2
∂ f
∂x

, (V.61a)(
g
2

H−
Q2

0
H2

)
∂H
∂x

=− H
Q0

(
gH +Q0

∂ f
∂x

)
f − Q0

2
H

∂ 2 f
∂x2 , (V.61b)

∂ zb

∂x
=−1

2
∂H
∂x

+
H f
Q0

, (V.61c)

u =
Q0

H
, (V.61d)

are stationary quasi-analytical of the system (V.26).
The word “quasi-analytical” refers to the fact that the previous set of equations only contains two
simple ODEs that have to be solved numerically.

Proof of proposition V.9. The proof is very simple, it only consists in a reformulation of the sys-
tem (V.59a)-(V.59c) with the assumption w = f , f given. �

Remark 11. Since the quantity
g
2

H−
Q2

0
H2 ,

appears in the ODE to solve (V.61d), it is possible to obtain solutions for H with discontinuities. But
necessarily, due to the second equation to solve, discontinuities also appears over zb. Thus, this is not
contradictory with the results in paragraph 4.3.
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As in paragraphs 4.1 and 4.2, we compare the stationary solutions for the depth-averaged model (V.26)
and the Green-Naghdi system (V.39). Following prop. V.9, we can also exhibit stationary quasi-
analytical solutions for the Green-Naghdi system (V.39). For any given enough smooth function, f
and the solutions of the system

pnh =
Q0

2
∂ f
∂x

, (V.62a)(
g
2

H−
Q2

0
H2

)
∂H
∂x

=− H
Q0

(
gH +

4Q0

3
∂ f
∂x

)
f − 2

3
Q0H

∂ 2 f
∂x2 , (V.62b)

∂ zb

∂x
=−1

2
∂H
∂x

+
H f
Q0

, (V.62c)

u =
Q0

H
, (V.62d)

are analytical solutions of the Green-Naghdi system (V.39). Numerical comparisons between the solu-
tions of systems (V.61) and (V.62) are given in the following paragraph.

4.3.3 Numerical illustrations

To illustrate the analytical solutions described by prop. V.9, we give below two typical examples. The
analytical solutions are obtained choosing

f (x) = 2c(x−a)e−b(x−a)2
, (V.63)

and correspond to a channel of length L = 10 m where we impose the inflow Q0 > 0 at the entrance (left
boundary) and the water depth H0 at the exit (right boundary). For Fig. V.3, the following parameters
values Q0 = 1.8 m2.s−1, H0 = 1 m, a = 5 m, b = 3.4 m−2 and c = 1.5 s−1 are considered. On Fig. V.3-
(a), we compare the free surface η =H+zb obtained with the quasi-analytical solution (V.61b),(V.61d)
of the non-hydrostatic model to the one obtained with the Saint-Venant system (with the same topog-
raphy zb and the same boundary conditions). Likewise on Fig. V.3-(b), we compare the velocity field u
obtained with the depth-averaged Euler model to the one obtained with the Saint-Venant system (with
the same topography zb and the same boundary conditions). The velocity field w corresponding to the
depth-averaged system is also plotted on Fig. V.3-(b). Over Fig. V.3-(c), we compare the total pressure
gH/2+ pnh to its hydrostatic part gH/2.

Figure V.4 is similar to Figure V.3 but has been obtained with the parameters values Q0 = 1.35
m2.s−1, a = 5 m, b = 4.6 m−2 and c = 1.0 m−1. Figures V.3 and V.4 emphasize the influence of the
non-hydrostatic effects.

On Fig. V.5, we compare the quasi-analytical solutions of the systems (V.61) and (V.62). The
definition of the function f is still given by (V.63). For the inflow Q0, we have chosen Q0 = 1.3 m2.s−1,
the boundary condition H0 and the parameters a, b and c have the same values as for Fig. V.4. Notice
that the resolution of (V.62) with exactly the same parameters values as those used for Fig. V.4 i.e. with
Q0 = 1.35 m2.s−1 instead of Q0 = 1.3 m2.s−1 leads to a discontinuous solution (see remark 11). In the
Green-Naghdi model, the amplitude of the waves is higher than in the depth-averaged model.
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(a)

(b)

(c)

Figure V.3: Analytical solutions - Comparison of Saint-Venant and depth-averaged Euler solutions: (a)
free surface H + zb and bottom profile zb, (b) velocities u and w and (c) total pressure gH/2+ pnh and
hydrostatic part of the pressure gH/2.
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(a)

(b)

(c)

Figure V.4: Analytical solutions- Comparison of Saint-Venant and depth-averaged Euler solutions: (a)
free surface H + zb and bottom profile zb, (b) velocities u and w and (c) total pressure gH/2+ pnh and
hydrostatic part of the pressure gH/2.
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(a)

(b)

(c)

Figure V.5: Analytical solutions- Comparison of Green-Naghdi and depth-averaged Euler solutions:
(a) free surface H + zb and bottom profile zb, (b) velocities u and (c) total pressures gH/2+ pnh.
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5 Hydrostatic Navier-Stokes (Euler) equations

In this section, we focus on flows with large friction coefficients, with significant water depth or with
important wind effects i.e. where the horizontal velocity can hardly be approximated – as in Saint-
Venant type systems – by a vertically constant velocity [122]. To drop this limitation multilayer Saint-
Venant models are often used. In these models each layer is described by its own height, its own velocity
and is advected by the flow (see [6, 13, 14] and the references therein). This advection property induces
that there is no mass exchanges between neighborhing layers and makes a close relation to models for
non-miscible fluids (see [26, 38, 37] for instance). In [6], introducing a vertical partitioning of the water
height, a multilayer strategy was formally derived from the 2d Navier-Stokes system with hydrostatic
hypothesis and it is extended to 3d computations in [14].

Here, we derive another and simpler multilayer model where we prescribe the vertical discretiza-
tion of the layers taking into account the (unknown) total water height. Using a Galerkin approximation
in lagrangian formulation, we obtain a system where the only additional unknowns are the layers ve-
locities. This leads to a global continuity equation and allows mass exchanges between layers. This
model is interesting since it has the structure of a classical multilayer type Saint-Venant system with
mass exchanges but it is also an approximation –without any Shallow Water assumption – of the hydro-
static Navier-Stokes system. The technique we propose is also simpler than methods involving moving
meshes and sigma transform [52] since we only use here fixed meshes.

We briefly present the main steps of this approximation of the hydrostatic Navier-Stokes system and
recall its main properties (hyperbolicity, energy equality,. . . ). The kinetic interpretation of the model
and some simulations in various situations are presented in paragraphs 6.1 where we demonstrate the
accuracy and robustness of this model in-between the Navier-Stokes and Saint-Venant systems. The
numerical scheme is not described here, the reader can refer to [16, 15].

5.1 Model derivation

We start from the hydrostatic free surface Navier-Stokes equations corresponding to

∂u
∂x

+
∂w
∂ z

= 0, (V.64)

∂u
∂ t

+
∂u2

∂x
+

∂uw
∂ z

+
∂ p
∂x

=
∂Σxx

∂x
+

∂Σxz

∂ z
, (V.65)

∂ p
∂ z

=−g+
∂Σzx

∂x
+

∂Σzz

∂ z
, (V.66)

completed with the bondary conditions given in paragraph 3.2 (p. 11).

0
x

z

η(x, t)

Free surface

h4(x, t)

zb(x, t)

h3(x, t)

h2(x, t)

h1(x, t)

H(x, t)

u4(x, t)

u3(x, t)

u2(x, t)

u1(x, t)

z3+1/2(x, t)

z2+1/2(x, t)

z1+1/2(x, t)

z1/2 = zb(x, t)

Bottom

z4+1/2 = η(x, t)

Figure V.6: Notations for the multilayer approach.
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The interval [zb,η ] is divided into N layers {Lα}α∈{1,...,N} of thickness lαH(x, t) where each layer
Lα corresponds to the points satisfying z ∈ Lα(x, t) = [zα−1/2,zα+1/2] with zα+1/2(x, t) = zb(x, t)+

α

∑
j=1

l jH(x, t),

hα(x, t) = zα+1/2(x, t)− zα−1/2(x, t) = lαH(x, t),
(V.67)

with l j > 0, ∑
N
j=1 l j = 1, see Fig. V.6. Such a partitioning can also be found in [117] but leading to a

different model.
Now let us consider the space PN,t

0,H of piecewise constant functions defined by

PN,t
0,H =

{
1z∈Lα (x,t)(z), α ∈ {1, . . . ,N}

}
, (V.68)

where 1z∈Lα (x,t)(z) is the characteristic function of the interval Lα(x, t). Using this formalism, the
projection of u and w onto PN,t

0,H is a piecewise constant function defined by

XN(x,z,{zα}, t) =
N

∑
α=1

1[zα−1/2,zα+1/2](z)Xα(x, t), (V.69)

for X ∈ (u,w). We have the following result where for the sake of simplicity, we omit the viscous and
friction terms, we refer to [16] for the treatment of these terms.

Proposition V.10. The weak formulation of Eqs. (V.64)-(V.66) on PN,t
0,H leads to a system of the form

N

∑
α=1

∂hα

∂ t
+

N

∑
α=1

∂hαuα

∂x
= 0, (V.70)

∂hαuα

∂ t
+

∂

∂x

(
hαu2

α +hα pα

)
= uα+1/2Gα+1/2−uα−1/2Gα−1/2

+
∂ zα+1/2

∂x
pα+1/2−

∂ zα−1/2

∂x
pα−1/2, (V.71)

for α ∈ [1, . . . ,N]. The definitions of pα , pα+1/2,uα+1/2,Gα+1/2 are given in the following. The sys-
tem (V.70)-(V.71) results from a formal asymptotic approximation in O(ε2) (see (II.1)) coupled with a
vertical discretization of the Navier-Stokes equations (V.64)-(V.66) with hydrostatic pressure.

Without entering in details, we give hereafter a proof of this proposition since it allows to give the
expression of the source terms in the right hand side of Eq. (V.71).

Proof of Prop. V.10. Using the Leibniz rule, the Galerkin approximation of Eq. (V.64) on PN,t
0,H gives

the set of equations

∂hα

∂ t
+

∂

∂x
(hαuα) = Gα+1/2−Gα−1/2, α ∈ [1, . . . ,N] (V.72)

with

Gα+1/2 =

(
∂ zα+1/2

∂ t
+uα+1/2

∂ zα+1/2

∂x
−wα+1/2

)
, (V.73)

G1/2 = GN+1/2 = 0. (V.74)

The relations (V.73) give the mass flux leaving/entering each layer α whereas the relations (V.74)
just express that the bottom and the top are interfaces without loss/supply of mass (see the boundary
conditions (I.9),(I.11)).

Let us notice that the layer mass equation (V.72) can not be used per se since the layer height hα

is not an independent variable but is defined as a part of the whole water height H(t,x), see relation
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(V.67). But using the first condition of (V.74), one can compute Gα+1/2 just adding up the equations
(V.72)

Gα+1/2 =
α

∑
j=1

∂h j

∂ t
+

α

∑
j=1

∂h ju j

∂x
, ,α = 1, . . . ,N. (V.75)

Then the equation (V.75) written for α = N and the second condition of (V.74) give the equation (V.70).
The need to consider only the global mass equation (V.70) is related to the fact that we consider a single
fluid and not several layers of non-miscible fluids as in some other multilayer models [110, 131, 37,
29]. Then it is physically relevant to consider a single mass equation that authorizes in some sense a
circulation of the fluid between the layers introduced in the discretization process. In the following, we
use the formula (V.75) rather than (V.73), and thus we have not to define wα+1/2.

Similarly, the PN,t
0,H-approximation of the x-momentum equation (V.65) leads to (V.71). Indeed from

(V.66) we can compute

p(x,z, t) =
ˆ

η

z
g dz,

so we have for z ∈ Lα

p(x,z, t) = g

(
N

∑
j=α+1

h j +(zα+1/2− z)

)
.

Using the notations

pα =
1

hα

ˆ zα+1/2

zα−1/2

p(x,z, t)dz, pα+1/2 = p(x,zα+1/2, t), (V.76)

we have

pα = g

(
hα

2
+

N

∑
j=α+1

h j

)
, pα+1/2 = ρ0g

N

∑
j=α+1

h j (V.77)

and applying the Leibniz rule to the pressure term of equation (V.65), we can write
ˆ zα+1/2

zα−1/2

∂ p
∂x

dz =
∂hα pα

∂x
−

∂ zα+1/2

∂x
pα+1/2 +

∂ zα−1/2

∂x
pα−1/2. (V.78)

To complete the definition of equation (V.71), the quantities uα+1/2, α = 1, . . . ,N−1 are defined using
an upwinding

uα+1/2 =

{
uα if Gα+1/2 6 0
uα+1 if Gα+1/2 > 0. �

(V.79)

5.2 Energy

It is straightforward to obtain an energy equality for the model depicted in Prop. V.10. Considering
smooth solutions and multiplying the x-momentum equation (V.65) by u and performing the Galerkin
approximation on PN,t

0,H .
For the layer α we have

∂

∂ t
EN

sv,α +
∂

∂x

(
uα

(
EN

sv,α +
g
2

hαH
))

=

+

(
u2

α+1/2

2
+ pα+1/2 +gzα+1/2

)
Gα+1/2

−

(
u2

α−1/2

2
+ pα−1/2 +gzα−1/2

)
Gα−1/2

−pα+1/2
∂ zα+1/2

∂ t
+ pα−1/2

∂ zα−1/2

∂ t
, (V.80)
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with EN
sv,α = hα u2

α

2 +
g(z2

α+1/2−z2
α−1/2)

2 . Adding the preceding relations for α = 1, . . . ,N, we obtain the
global balance

∂

∂ t

(
N

∑
α=1

EN
sv,α

)
+

∂

∂x

(
N

∑
α=1

uα

(
EN

sv,α +
g
2

hαH
))

= 0.

5.3 Pressure source terms

As often when considering hyperbolic type problems, the treatment of the source terms is subtle. We
have written in (V.78) the hydrostatic pressure terms of the layer α as the combination of a conservative
part and two source terms, one for each interface.

It is obvious that (V.78) can be written under the simplified form
ˆ zα+1/2

zα−1/2

∂ p
∂x

dz = glαH
∂η

∂x
=

g
2

∂hαH
∂x

+ghα

∂ zb

∂x
. (V.81)

So the momentum equation (V.71) is equivalent to

∂hαuα

∂ t
+

∂

∂x

(
hαu2

α +
g
2

hαH
)
= uα+1/2Gα+1/2−uα−1/2Gα−1/2−ghα

∂ zb

∂x
.

The two writtings (V.78) and (V.81) are obviously equivalent but at the discrete level they differ
since in (V.78) the conservative part of the pressure term nonlinearly depends on the elevation. Indeed
for equally spaced layers i.e. lα = 1/N, we have

hα pα =
g
2

N−α +1
N2 H2,

that is very different from the corresponding expression in (V.81).
At the discrete level, we have singled out the formulation (V.78) that is more natural. For the

discretization of the pressure source terms in (V.78), we have proposed an extension of the hydrostatic
reconstruction technique proposed by Audusse et al. [8].

5.4 Comparison with other multilayer systems

To illustrate the formulation of the model, we compare it with the system proposed in [6] in the simple
case of a two-layer formulation. Neglecting the viscosity and friction, the formulation obtained by
Audusse [6] corresponds to (V.72),(V.71) with Gα+1/2 ≡ 0, i.e.

∂h1

∂ t
+

∂h1u1

∂x
= 0,

∂h2

∂ t
+

∂h2u2

∂x
= 0, (V.82)

∂h1u1

∂ t
+

∂h1u2
1

∂x
+gh1

∂ (h1 +h2)

∂x
=−gh1

∂ zb

∂x
, (V.83)

∂h2u2

∂ t
+

∂h2u2
2

∂x
+gh2

∂ (h1 +h2)

∂x
=−gh2

∂ zb

∂x
, (V.84)

with h1 +h2 = H. The preceding formulation corresponds to a superposition of two single layer Saint-
Venant systems (see also [26, 38, 37] where a very similar model is considered in a bi-fluid framework).

With our approach (V.70),(V.71), the two-layer formulation reads

∂H
∂ t

+
∂h1u1

∂x
+

∂h2u2

∂x
= 0, (V.85)

∂h1u1

∂ t
+

∂h1u2
1

∂x
+

g
2

∂Hh1

∂x
=−gh1

∂ zb

∂x
+u3/2

(
l
∂H
∂ t

+ l
∂Hu1

∂x

)
, (V.86)

∂h2u2

∂ t
+

∂h2u2
2

∂x
+

g
2

∂Hh2

∂x
=−gh2

∂ zb

∂x
−u3/2

(
l
∂H
∂ t

+ l
∂Hu1

∂x

)
, (V.87)

where h1 = lH, h2 = (1− l)H, (V.88)
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with l ∈ (0,1) prescribed. The velocity at the interface, denoted u3/2, is calculated using upwinding,
following the sign of the mass exchange between the layers. It is important to notice that, in the new
formulation (V.85)-(V.88), we obtain directly a left hand side term written in conservative form with
the topography and the mass exchange as source terms whereas the pressure term of (V.82)-(V.84) has
to be modified [6] to get a conservative form. Moreover we prove in paragraph 5.5 that the system
(V.85)-(V.88) is often hyperbolic, which is not the case for system (V.82)-(V.84).

The difference between (V.85)-(V.88) and (V.82)-(V.84) mainly comes from the physical definition
of the layers. Audusse introduces a physical discretization where each layer has its own continuity
equation. These N continuity equations mean the layers are isolated each other, this situation cor-
responds to the case of N non miscible fluids. In the formulation (V.85)-(V.88), the discretization
corresponds to a semidiscretization in the vertical direction– of P0 finite elements type – of the velocity
u. In this case, the definition of the layers does not correspond to a physical partition of the flow but is
related to the quality of the desired approximation over u. Thus we have only one continuity equation
meaning the fluid can circulate from one layer to another.

5.5 Hyperbolicity

Let us first say some words about the two-layers case i.e. N = 2. It is proved in [16] that the two-layers
version of the multilayer Saint-Venant system (V.70)-(V.71) is strictly hyperbolic when the total water
height is strictly positive. When N = 2, the non-miscible multilayer system proposed by Audusse et al.
[6] was proved to be non-hyperbolic.

In the general case, the system (V.70)-(V.71) approximates the hydrostatic free surface Euler sys-
tem which in general is not an hyperbolic system. Thus this is not surprising that numerically, the
quasilinear form of (V.70)-(V.71) can exhibit complex eigenvalues.

We have performed various numerical evaluations of the eigenelements of the jacobian of (V.70)-
(V.71) with numerous choices of the variables H, uα , uα+1/2 and lα . When the chosen values corre-
spond to physical values for geophysical flows, these tests have always shown that the matrix is diago-
nalizable on R. But when considering shear flows with very large velocities e.g. |ui0 | � 1, |u j0 | � 1
and ui0u j0 < 0 for some i0 6= j0, complex eigenvalues can appear corresponding to vibrations of the
interfaces zα+1/2, see [6, 38].

In the simple case where all the layers have the same velocity u, the barotropic eigenvalues u+
√

gH
and u−

√
gH are simple and the baroclinic eigenvalue u has a multiplicity of N − 1 but the matrix

remains diagonalizable on R.
Considering flows satisfying uα �

√
gH, it is observed numerically that the eigenvalues of the

system belongs to the interval[
min

α
{|uα |}−

√
gH,max

α
{|uα |}+

√
gH
]
.

The numerical discretization of the proposed model will be discussed later but we point out that
the kinetic scheme instead of using discrete eigenvalues of the jacobian matrix, uses a continuum of
eigenvalues and is able to deal with situations where some of the discrete eigenvalues are complex.

5.6 Vertical velocity

In Prop. V.10, the vertical velocity w no more appears, but performing the Galerkin approximation of
the divergence free condition multiplied by z leads to [EX]

∂

∂ t

(
z2

α+1/2− z2
α−1/2

2

)
+

∂

∂x

(
z2

α+1/2− z2
α−1/2

2
uα

)
= hαwα

+zα+1/2Gα+1/2− zα−1/2Gα−1/2, (V.89)

where the wα , α = 1, . . . ,N are the components of the Galerkin approximation of w on PN,t
0,H , see (V.69).

And since all the quantities except wα appearing in Eq. (V.89) are already defined by (V.70),(V.71),
relation (V.89) allows to recover the value of wα . Note that we use relation (V.89) rather than the
divergence free condition for stability purpose. We refer the reader to [121] for more details.
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5.7 Kinetic interpretation

In this paragraph we propose a kinetic interpretation of the system

N

∑
α=1

∂hα

∂ t
+

N

∑
α=1

∂hαuα

∂x
= 0, (V.90)

∂hαuα

∂ t
+

∂

∂x

(
hαu2

α +
g
2

hαH
)
= uα+1/2Gα+1/2−uα−1/2Gα−1/2−ghα

∂ zb

∂x
, (V.91)

∂

∂ t
EN

sv,α +
∂

∂x

(
uα

(
EN

sv,α +
g
2

hαH
))

=
u2

α+1/2

2
Gα+1/2−

u2
α−1/2

2
Gα−1/2

−pα+1/2
∂ zα+1/2

∂ t
+ pα−1/2

∂ zα−1/2

∂ t
, (V.92)

that is equivalent to (V.70)-(V.71),(V.81). We assume ∂ zb
∂ t = 0.

Let us construct a density of particles Mα(x, t,ξ ) defined by a Gibbs equilibrium: the microscopic
density of particles present at time t in the layer α , in the vicinity ∆x of the abscissa x and with velocity
ξ given by

Mα(x, t,ξ ) = lα
H(x, t)

c
χ

(
ξ −uα(x, t)

c

)
, α = 1, . . . ,N, (V.93)

where χ satisfies (II.70) with

c2 =
gH
2

.

Likewise, we define Nα+1/2(x, t,ξ ) by

Nα+1/2(x, t,ξ ) = Gα+1/2(x, t) δ
(
ξ −uα+1/2(x, t)

)
, α = 0, . . . ,N, (V.94)

where δ denotes the Dirac distribution. The quantities Gα+1/2, 06α 6N represent the mass exchanges
between layers α and α + 1, they are defined in (V.75) and satisfy the conditions (V.74), so N1/2 and
NN+1/2 also satisfy

N1/2(x, t,ξ ) = NN+1/2(x, t,ξ ) = 0. (V.95)

We also introduce the densities M̃α(x, t,ξ ) that will be used for the energy equations , they are
defined by

M̃α(x, t,ξ ) =
gH(x, t)hα(x, t)

4c
χ

(
ξ −uα(x, t)

c

)
.

Notice that the introduction of this second family of densities is not needed when we consider the two
dimensional shallow water system. Here they take into account some kind of transversal effect at the
kinetic level that is implicitely included into the macroscopic one dimensional shallow water system.
We refer the reader to [12, 113] for more details.

With the previous definitions, we write a kinetic representation of the multilayer Saint-Venant sys-
tem described in proposition V.10 and we have the following proposition:

Proposition V.11. The functions H and uN (given by (V.69)) are strong solutions of the multilayer
Saint-Venant system (V.90)-(V.91) if and only if the set of equilibria {Mα(x, t,ξ )}N

α=1 is solution of the
kinetic equations

∂Mα

∂ t
+ξ

∂Mα

∂x
−g

∂ zb

∂x
∂Mα

∂ξ
−Nα+1/2(x, t,ξ )+Nα−1/2(x, t,ξ ) = Qα(x, t,ξ ), (V.96)

α = 1, . . . ,N,

with {Nα+1/2(x, t,ξ )}N
α=0 satisfying (V.94),(V.95). The set of equations (V.96) can also be written under

the form

Nα+1/2(x, t,ξ ) =
α

∑
i=1

(
∂Mi

∂ t
+ξ

∂Mi

∂x
−g

∂ zb

∂x
∂Mi

∂ξ
−Qi

)
, α = 1, . . . ,N. (V.97)
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The quantities Qα(x, t,ξ ) are “collision terms” equals to zero at the macroscopic level i.e. which
satisfy for a.e. values of (x, t)

ˆ
R

Qαdξ = 0,
ˆ
R

ξ Qαdξ = 0.

The solution of (V.96),(V.97) is an entropy solution if additionally

∂M̃α

∂ t
+ξ

∂M̃α

∂x
= Q̃α(x, t,ξ ), α = 1, . . . ,N, (V.98)

with ˆ
R

(
ξ 2

2
Qα + Q̃α

)
dξ 6 0.

Proof. As previously we denote X = (H,q1, . . . ,qN)
T the vector of unknowns with qα = lαHuα . We

introduce M = (M1, . . . ,MN)
T and an (N +1)×N matrix K (ξ ) defined by K1, j = 1, Ki+1, j = δi, j ξ

with δi, j the Kronecker symbol.
Using the definition (V.93) and the properties of the function χ , we have

lαH(x, t) =
ˆ

R
Mα(x, t,ξ )dξ , (V.99)

and
X(x, t) =

ˆ
R

K (ξ ) M(x, t,ξ )dξ . (V.100)

The proof is obtained by a simple integration in ξ of the set of equations (V.96) against the matrix
K (ξ ). First, an integration in ξ of (V.96) gives the continuity equation (V.72) i.e.

∂ lαH
∂ t

+
∂ lαHuα

∂x
= Gα+1/2−Gα−1/2, α = 1, . . . ,N,

and by summation we have (V.90). Actually from the definition (V.94) of Nα+1/2 we have
ˆ

R
Nα+1/2(x, t,ξ )dξ = Gα+1/2(x, t),

and ˆ
R

ξ Nα+1/2(x, t,ξ )dξ = uα+1/2Gα+1/2.

Likewise for the energy balance of the layer α we proceed an integration in ξ of (V.96) against
ξ 2/2. Since we have ˆ

R

(
ξ 2

2
Mα + M̃α

)
dξ =

hα

2
u2

α +
g
2

hαH, (V.101)

ˆ
R

ξ

(
ξ 2

2
Mα + M̃α

)
dξ =

hα

2
u3

α +ghαHuα , (V.102)

and for the source term
ˆ

R

ξ 2

2
g

∂ zb

∂x
∂Mα

∂ξ
dξ = −g

∂ zb

∂x
hαuα

= −g
∂

∂x

(
zbhαuα

)
+gzb

∂hαuα

∂x

= −g
∂

∂x

(
zbhαuα

)
−gzb

∂hα

∂ t
−gzbGα+1/2 +gzbGα−1/2, (V.103)
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we obtain the equality

∂

∂ t

(
hα

2
u2

α +
g
2

hα(η + zb)+hα pa
)
+

∂

∂x

[
uα

(
hαu2

α +
g
2

hαH +
g
2

hα(η + zb)+hα pa
)]

+
u2

α−1/2

2
Gα−1/2−

u2
α+1/2

2
Gα+1/2 =

ˆ
R

(
ξ 2

2
Qα + Q̃α

)
dξ . (V.104)

The previous relation corresponds to (V.92). The sum of the equations (V.104) gives the energy equality
for the global system and that completes the proof. �

The formulation (V.96) reduces the nonlinear multilayer Saint-Venant system to a linear transport
system on nonlinear quantities {Mα}N

α=1, {Nα+1/2}N
α=0 for which it is easier to find a simple numerical

scheme with good theoretical properties. In the case of a single layer, for a detailed proof of the
kinetic interpretation refer to [12] and for the treatment of the source term at this microscopic level see
[113]. Notice that the choice of the function χ remains quite open at this stage since several functions
satisfy the requested properties. Following this choice the deduced kinetic scheme will have different
properties.

5.8 Numerical scheme

The numerical scheme is not described in this course, the reader can refer to [16].

5.9 Variable density case

We now consider the two-dimensional hydrostatic Navier-Stokes system with variable density

∂ρ

∂ t
+

∂ρu
∂x

+
∂ρw
∂ z

= 0, (V.105)

∂ρu
∂ t

+
∂ρu2

∂x
+

∂ρuw
∂ z

+
∂ p
∂x

=
∂Σxx

∂x
+

∂Σxz

∂ z
, (V.106)

∂ p
∂ z

=−ρg+
∂Σzx

∂x
+

∂Σzz

∂ z
, (V.107)

where the fluid density ρ(x, t) is assumed to depend on the spatial and temporal distribution of a given
tracer T (x, t), namely

ρ = ρ(T ), (V.108)

and T is governed by a transport-diffusion equation

∂ρT
∂ t

+
∂ρuT

∂x
+

∂ρwT
∂ z

= µT
∂ 2T
∂x2 +µT

∂ 2T
∂ z2 , (V.109)

where µT is the tracer diffusivity. As in paragraph 3.2, the system (V.105)-(V.109) is completed with
appropriate kinematic and dynamical boundary conditions. The viscosity tensor corresponds to (I.5)-
(I.6).

Then, with the notations of paragraph 5.1, we introduce the discretization

XN(x,z,{zα}, t) =
N

∑
α=1

1[zα−1/2,zα+1/2](z)Xα(x, t), (V.110)

for X ∈ (u,w,T ) and the density ρ = ρ(T ) inherits a discretization from the previous relation with

ρ
N(x,z,{zα}, t) =

N

∑
α=1

1[zα−1/2,zα+1/2](z)ρ(Tα(x, t)). (V.111)

We have the following result.
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Proposition V.12. Omitting the viscosity terms, the weak formulation of Eqs. (V.105)-(V.107) and
(V.109) on PN,t

0,H leads to a system of the form

N

∑
α=1

∂ραhα

∂ t
+

N

∑
α=1

∂ραhαuα

∂x
= 0. (V.112)

∂ραhαuα

∂ t
+

∂

∂x

(
ραhαu2

α +hα pα

)
= uα+1/2Gα+1/2−uα−1/2Gα−1/2

+
∂ zα+1/2

∂x
pα+1/2−

∂ zα−1/2

∂x
pα−1/2, (V.113)

∂ραhαTα

∂ t
+

∂

∂x
(ραhαTαuα) = Tα+1/2Gα+1/2−Tα−1/2Gα−1/2, (V.114)

α ∈ [1, . . . ,N],

with hα = lαH. The definitions of Gα+1/2, pα , pα+1/2, uα+1/2, Tα+1/2 are given by formula analogous
to (V.75), (V.77) and (V.79).

Proof of Prop. V.12. The proof is rather similar to the one given for prop. V.10 (p. 103) and left to the
reader [EX]. �
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6 Numerical simulations

The simulations presented in this section have been obtained with numerical codes developed by the
authors. For a complete description, the reader can refer to [16, 15].

6.1 Hydrostatic Navier-Stokes system

6.1.1 Comparison with a finite element simulations of the hydrostatic Navier-Stokes system

First we compare the simulations obtained with the model given in prop. V.10 – and the numerical
scheme derived from the kinetic interpretation given in paragraph 5.7 – with results obtained using a
finite element discretization of the hydrostatic Navier-Stokes system. The finite element formulation is
P1/P1 for the velocity and the pressure and uses a stabilization technique. The formulation is available
in the FreeFem++ code [1].

We consider a wind driven flow with vertical shores but with a non trivial bottom. The domain
is 6 m long with an initial water height of 2 m. The mesh has 160 nodes in the x direction and
20 layers. The wind velocity (from left to right at the free surface) is 10 m.s−1. We have used a
viscosity of ν = 0.1 m2.s−1 and a Navier type bottom friction with κ = 0.1m.s−1. For each simulation
(multilayer approach or finite elements approximation), the mesh has approximatively 1000 nodes. For
the multilayer approach, the results on a postprocessing 2d mesh (see Fig. V.7) are presented in Fig. V.8
where we have plotted the two dimensional velocity vectors (u,w)T . In Fig. V.9 the results obtained
with the finite elements code are shown. The results exhibit a global recirculation that is combined with
two local recirculations that are induced by the topography of the lake. The qualitative aspect of the
solution is consistent with the previsions.

The FreeFem++ code, solving the full Navier-Stokes system serves as a reference. It is however
not straightforward to analyze the origin of the differences because the boundary conditions are not
imposed in the same way. But in the examples presented in Figs. V.8 and V.9 whereas the viscosity and
the bottom friction are large, the simulations are in agreement. The vertical velocity w is overestimated
by the multilayer code. This mainly comes from the fact that in the multilayer approach, w is calculated
offline using u and the divergence free condition whereas in the finite element formulation, w follows a
dynamical equation

ε̃

(
∂w
∂ t

+u
∂w
∂x

+w
∂w
∂ z

)
+

∂ p
∂ z

=−g+ ε̃
∂Σzx

∂x
+ ε̃

∂Σzz

∂ z
,

with ε̃ � 1. Notice also that the difference of shape for the step in Figs. V.8 and V.9 only comes from
the mesh reconstruction/interpolation procedure in the multilayer approach.

It is also difficult to compare the computational costs of the multilayer model and of the FE dis-
cretization since the simulations uses different tools. Nevertheless, if the simulation cost of a single
layer Saint-Venant system is T , it is worth being noticed that without any parallelisation, the computa-
tional cost of a N layers system is only NT .

Figure V.7: The geometrical model with the horizontal mesh and the vertical discretization by layers.
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(a) (b)

Figure V.8: The wind blows from the left part of the domain to the right part. The arrows represent the
velocity field in the lake. (a) multilayer code and (b) finite element code.

(a) (b)

Figure V.9: Same as Fig. V.8 but we plot the velocity norm
√

u2 +w2.

6.2 Stratified flows

In this paragraph, we concentrate on situations where the density variations have crucial influence
over the hydrodynamics. We consider the Navier-Stokes system with varying density described in
paragraphs 5.9.

First we illustrate the behavior of the scheme in front of a non trivial static equilibria and then
we present numerical experiments simulating density-stratified flows subjected to wind surface stress
and internal waves. The density is considered a function of the water temperature, and we adopt the
classical state equation (as in Eq. (V.108))

ρ(T ) = ρ0
(
1−α(T −T0)

2) , (V.115)

with T0 = 4 oC, α = 6.6310−6 oC−2 (volume coefficient of thermal expansion) and ρ0 = 103 kgm−3.

6.2.1 Static equilibria with non flat bottom

Here we illustrate the properties associated with the preservation of equilibria for stratified flows. When
ρ = ρ(T ), the static equilibria correspond to situations whereˆ

η

z
ρ(T )dz = cst,

that is more complex to guarantee than in the constant density case where the static equilibrium reduces
to η = cst.

When considering diffusion on the pollutant i.e. µT 6= 0 in relation (V.109), the only possible static
equilibria are trivial and correspond to

∂T
∂x

=Cst, and
∂T
∂ z

=Cst, ∀x,z, t.
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To avoid these simplified situations, we consider in this paragraph µT = νT = 0. However our numer-
ical schemes having small numerical dissipation, a Navier type bottom friction is considered in each
simulation in order to reach a static equilibrium more quickly.

We consider a 3 meters long closed 1d basin with vertical shores and an initial water level of
H0 + zb = 1 meter with the bottom geometry zb(x) defined by the parabolic bump

zb(x) = max(−1,−0.75−1.246(x−1.2)2),

The mesh has 100 nodes in the x direction.
In Figs. V.10 and V.11, we illustrate in the case of a non flat bottom the behavior of the scheme when

starting from an unstable state. For the first example, presented in Fig. V.10, at t = t0 the temperature
is distributed as follows

T 0(x,z) =
{

25 oC if z− zb > 2H0(x)/3
8 oC otherwise

H0(x) being the total water depth. For the simulation we have used a vertical discretization with 20
equally spaced layers i.e. lα = 1/20 for α = 1, . . . ,20. The postprocessing visualization tool performs
a linear interpolation of the constant cell data that explains the small diffusion which is observed at
initial time.

With the same geometry, still with a flow initially at rest but starting from an initial temperature dis-
tribution far from any equilibrium, see Fig. V.11-(a), the system also reaches a stable static equilibrium,
see Fig. V.11-(b).

(a) (b)

Figure V.10: (a) initial state and (b) static equilibrium reached after 10 minutes.

(a) (b)

Figure V.11: (a) initial state and (b) static equilibrium reached after 20 minutes.

6.2.2 Wind forced flows

The response of stratified flows to wind forcing is a typical situation in geophysical flows modeling.
In this paragraph we first compare our numerical scheme to a local analytical solution then reproduce
upwelling phenomena.
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The typical thermal stratification of natural lakes and hydraulic reservoirs consists of a warmer
less dense surface layer, a colder denser bottom layer, and a middle layer characterized by a steep
vertical thermal gradient, the center of which is the thermocline. Thermo-hydrodynamical phenomena
in lakes subject to the action of wind have been studied since a long time, by means of observations
and measurements in situ [132, 105], laboratory experiments [105, 82, 104, 125], theoretical analysis
[71, 103, 76], and, more recently, numerical simulations [129, 45, 73, 109]. Classically, in the literature
the lake temperature distribution is schematized by a two-layer or three-layer thermal stratification.

When wind blows over these stratified systems, the thermocline is deflected upward in the upwind
region. The thermocline behaves as a barrier between an upper region with circular fluid motion that
has the same direction as the wind at the surface, and a lower region with fluid rotating in the opposite
sense. If the wind is sufficiently strong then the thermocline reaches the surface at the upwind end of
the basin and upwelling of deep fluid in the windward region occurs. This is quite different from the
effect of wind forcing a homogeneous basin, where wind induces a simple circular motion of the fluid
mass.

Analytical validation In this paragraph, we confront our numerical scheme to a local analytical
solution. We consider a fluid in an enclosed rectangular basin, and we impose a constant uniform wind
stress from left to right at the free surface. In order to take into account the wind effects, a modification
of the bounadary condition (I.10) is necessary. We denote with τw the surface wind stress, for which
the following expression [75] is considered

τw =CD
ρa

ρ0
|Vw|Vw. (V.116)

Here Vw is the wind velocity, ρa the air density, ρ0 a reference water density, and CD the wind drag
coefficient (taken as CD = 1.3× 10−3 in the numerical experiments). Assuming negligible the air
viscosity, the continuity of stresses at the free boundary imposes

ΣT ns = τwts, (V.117)

where ts is the unit vector orthogonal to ns. Relation (V.117) is equivalent to

ns ·ΣT ns = 0, and ts ·ΣT ns = τw.

The simulations start with a basin at rest with the following two-layer temperature distribution (see
Fig. V.12)

T0(x,z) =
{

25 oC if z− zb > 2H0(x)/3
8 oC else

where H0 is the initial water height. Notice that since at t0 = 0 we have

∂ρ

∂ z
6 0,

the initial state corresponds to a stable equilibrium. In such a situation, the system is supposed to reach
a stationary regime described schematically by Fig. V.12.

In the case of constant density, there exists an analytical solution of the horizontal velocity vertical
profile at mid-length of the lake that is compatible with stationary Navier-Stokes equations. This calcu-
lation is detailed in [124]. Here we extend this local analytical solution to the case of varying density.
The calculus of this analytical solution is described in Appendix A, see also [15].

We have used a viscosity of ν = 0.003 m2.s−1, a Navier friction coefficient of κ = 0.1 m.s−1 and
a wind velocity of 6 m.s−1.

Notice that we have ∂H
∂x

∂H1
∂x < 0 meaning the slope of the interface z = H1 is significant and in the

opposite direction compared to the free surface variations.
In Fig. V.13-(a) we compare the analytical solution with the results obtained with the multilayer

model for different vertical discretizations. Fig. V.13-(a) presents the results obtained with 10, 30
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z = zb = 0

x

z T2 = 25 oC

T1 = 8 oC

z = H1(x, t)

Figure V.12: Flow domain with water height H(x, t), interface H1(x, t) and with the double-gyre phe-
nomenon.

and 50 layers. For each mesh, the horizontal discretization is taken very precise meaning the error
associated with this discretization can be neglected. The results presented in Fig. V.13-(a) are in good
agreement with the analytical solution.

In Fig. V.13-(b), we plot the rate of error versus the vertical discretization, namely the number of
layers. We have plotted the log(L1− error) of the horizontal velocity – at mid-length of the domain –
versus log(h0/hi). We denote by hi the average cell height, h0 is the average cell height of the coarser
mesh. These errors have been computed on 5 meshes with 5, 10, 20, 30 and 50 layers. It has to
be noticed that the expression of the analytical solution gives ∂H1

∂x < 0. But since the velocity at the
interface is tangent to z = H1, this means we have w 6= 0 near z = H1 so the initial assumption w≈ 0 is
not completly true. For these reasons, the analytical solution and the simulated velocity at mid-length
of the basin are not completly consistent and the convergence rate appearing in Fig. V.13-(b) is not
completely meaningful.

(a) (b)

Figure V.13: Comparison between the analytical and numerical velocities at mid length of the basin.

Response to wind stress and upwelling Here we consider the test case depicted in the previous
paragraph but with a larger wind velocity. The domain is a closed basin of 3 meters long with an initial
water height of 1 meter. The mesh has 100 nodes in the x direction and 30 layers. The wind velocity
(from left to right) is 20m.s−1. We have used a viscosity of ν = νT = 0.001m2.s−1 and a Navier type
bottom friction with κ = 0.1m.s−1. In Fig. V.14, we show at different times the computed temperature
distribution and the velocity field. The right column corresponds to the case of a variable density
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obeying to the equation of state (see Eqs. (V.108) and (V.115)). The left column has been obtained
with analogous configuration and initial conditions except that we have considered constant density:
ρ(T ) ≡ ρ0. This means that T is merely a passive tracer that does not affect the density. Then, the
differences between the right and left columns highlight the influence of the density variations on the
flow response to wind forcing.

Notice that when the density variations are not considered the velocity profile along the vertical
axis satisfies – far from the shores –

∂ 2u
∂ z2 > 0,

whereas when the density variations are taken into account this quantity changes of sign when z varies
from the bottom to the free surface. Because of the viscosity, this induces large dissipation and thus
explains why the velocities are smaller on the left column than on the right one, see especially Fig. V.14
(last picture on the left column). In the varying density case, the velocity field of the flow has reached
a stationary state after t = t2. In the constant density case, it is clear that no stationary state exists for
the temperature distribution except an homogenous situation T (x,z, t) = T̄ . The shear stress coming
from the wind induces a gradient of the free surface. Since the corresponding deformations of the free
surface are small, they are not visible in Fig. V.14.

Due to the simplicity of our physical model (uniform diffusivity, hydrostatic pressure), the aim of
our numerical tests here is not attempting to reproduce realistic limnological processes on a long time
scale. Rather, we emphasize the influence of density variations on the hydrodynamical response of the
water body. In particular, the results of the simulations with variable density show that the numerical
model is able to describe the tilting of the thermocline and upwelling of deeper fluid to the surface.
Thus we are able to capture the essential features of the expected hydrodynamical behavior until the
occurrence of upwelling. The post-upwelling flow dynamics cannot be modeled effectively by the
present simplified model, mainly because of the lack of a turbulent mixing model.

6.3 3d simulations

We have claimed our model and numerical scheme can be extended to 3d flows. We present in this
paragraph some 3d simulations with a 3d hydrostatic Navier-Stokes system with varying density. The
3d Navier-Stokes code has been built using a 3d extension of the model presented in paragraphs 5.

The derivation of the 3d model is straightforward. The discretization is more tricky to obtain and
we have followed the results proposed by Audusse et al. [12]. The scheme we have used is positive,
well-balanced and satisfies a maximum principle for the tracer.

Since analytical solutions of the 3d hydrostatic Navier-Stokes are hardly accessible, we have con-
fronted our code with situations reducing to 2d phenomena

◦ in the directions (x,z) such as those given in paragraphs 6.1 and 6.2,

◦ in the directions (x,y). In this case, we use our 3d code with only 1 layer (N = 1) and we compare
it with existing codes solving the (x,y) Saint-Venant system.

In these two situations, the 3d code gives results that are similar to those obtained with

◦ the code developed by the author for the other proposed models,

◦ the 2d Saint-Venant code presented in [12].

Obviously our 3d model with 1 layer reduces to the 2d (x,y) Saint-Venant system. The computational
cost of the 3d model with N layers and constant density is exactly N times the cost of the simple 2d
(x,y) Saint-Venant code.
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Figure V.14: Influence of the density variations, left column with ρ = ρ(T ), right : same simulation
but with ρ = ρ0. First line, at time t1 = 10 s, second line at time t2 = 70 s and third line at time t3 = 140
s.
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6.3.1 Dam break simulation

We consider the case of a dam break in a channel with a locally rectangular section shortening and a
bump before the shortening of the channel width (the bump is not in the middle of channel in the y
direction), see Fig. V.15. The flow charateristics at four different instants are depicted in Fig. V.16. We
have used the 3d model with 10 layers. The mesh has 3500 nodes. Initially the flow is at rest in the
situation depicted over Fig. V.16 at time t = 0 s.

Figure V.15: Mesh representing the channel geometry.

At time t = 0 s At time t = 5 s

At time t = 7 s At time t = 9 s

Figure V.16: Dam break simulation over dry bottom with an uneven topography. Water depth and
velocity u at different instants.

When the bump is removed, the geometry corresponds exactly to a test case for which experimental
measurements are available. Thus, considering a flat bottom we can compare the 3d results with the
experimental data and with the results coming from the section-averaged Saint-Venant system. The
comparison is given in Fig V.17 where we can see the 3d simulation is in good agreement with the
experimental data and improves the results coming from the section-averaged system, see [64].
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Sensor 2 Sensor 3

Figure V.17: Comparison of the simulations obtained with the 3d code and with the section-averaged
code, results for sensors 2 and 3 located just before and in the middle of the shortening.

6.3.2 Wind driven stratified flows

In this test case, we consider the same channel geometry as depicted in Fig. V.15. The basin is initially
at rest with hot water near the free surface and colder water near the bottom, see Fig. V.18.

The water density is kept constant i.e. it does not depend on the temperature. The wind blows (25
m.s−1) parallel to the long axis of the basin (x-axis). At two different instants we give the temperature
distribution and the velocity field, see Fig. V.19. In the case of a rectangular bassin with flat bottom,
we recover that the velocity field corresponds to the analytical solution given in Appendix A (p. 129).

Figure V.18: Geometry and initial conditions.
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At time t1 = 100 s

At time t2 = 200 s

Figure V.19: Wind driven flow. Temperature and velocity fields.
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Appendix

A Local analytical solution for a two-layered flow subject to wind stress

We start with the two-dimensional hydrostatic Navier–Stokes system (V.105)-(V.109), with the initial
conditions and the notations defined in Fig. V.12. Since we have a two-layered basin, the density can
be written:

ρ(z) = ρ1 +(ρ2−ρ1)He(z−H1), (A.1)

where He is the Heaviside function and ρi = ρ(Ti) for i = 1,2.
We look for the stationary solution of this problem, by assuming µT = 0, and by considering a

vertical viscosity only for the x-momentum equation. Near the mid-length of the basin we can assume

∂u
∂x
≈ 0, and w≈ 0. (A.2)

Therefore, in this region, the stationary solution of the system (V.105)-(V.107), (V.109), neglecting
nonlinear convective terms, satisfies

ν
∂ 2u
∂ z2 −g

∂

∂x

ˆ
η

z
ρ(T ) dz̃ = 0. (A.3)

By using (A.1) in the equilibrium condition above, we obtain

ν
∂ 2u
∂ z2 −gρ2

∂H
∂x
−g(ρ1−ρ2)

∂H1

∂x
He(H1− z) = 0. (A.4)

Let τw and τb denote respectively the shear stress at the free surface (wind stress) and at the bottom
(Navier friction). A first integration of (A.4) from zb to z gives

ν
∂u
∂ z
− τb = ρ2g(z− zb)

∂H
∂x

+(ρ1−ρ2)g(z− zb)
∂H1

∂x
He(H1− z)

+(ρ1−ρ2)gH1
∂H1

∂x
He(z−H1),

and a second integration from zb to z gives

ν(u−ub) = (z− zb)τb +
ρ2g
2

(z− zb)
2 ∂H

∂x

+g(ρ1−ρ2)
∂H1

∂x

(
(z− zb)

2

2
He(H1− z)+H1

(
z− H1

2

)
He(z−H1)

)
.

Then, the mass conservation condition in the layer where T = T1 gives

−νub =
H1

2
τb +

ρ2g
6

H2
1

∂H
∂x

+
(ρ1−ρ2)g

6
H2

1
∂H1

∂x
,

while mass conservation in the layer where T = T2 leads to

−νub =
H +H1

2
τb +

ρ2g
6

(H2 +HH1 +H2
1 )

∂H
∂x

+(ρ1−ρ2)g
H1

2
∂H1

∂x
.
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From the two previous relations, since we have a Navier type friction law at the bottom, i.e. τb = κub,
we obtain

ub =−
1

α1

(
ρ2g
6

H2
1

∂H
∂x

+
(ρ1−ρ2)g

6
H2

1
∂H1

∂x

)
(A.5)

(ρ1−ρ2)

(
H2

1
6α1
− H1H

2α1,0

)
∂H1

∂x
=

ρ2

6

(
H2 +HH1 +H2

1
α0,1

− H2
1

α1

)
∂H
∂x

, (A.6)

with α1 = ν +κH1/2, α1,0 = ν +κ(H +H1)/2. Now, integration of (A.4) from zb to η gives

τw−κub = ρ2gH
∂H
∂x

+(ρ1−ρ2)gH1
∂H1

∂x
.

Hence, with obvious notations, we finally have

∂H1

∂x
= a

∂H
∂x

, ub = K̃
∂H
∂x

, τw = τ
∂H
∂x

, (A.7)

and

u(z) =

(
K̃ +κK̃

z− zb

ν
+

ρ2g
2ν

(z− zb)
2 +

(ρ1−ρ2)g
2ν

a(z− zb)
2He(H1− z)

+
(ρ1−ρ2)g

ν
aH1

(
z− H1

2

)
He(z−H1)

)
τw

τ
.

130


	Models & numerical methods for hydraulic energies
	Presentation
	Motivations and context
	Models of reduced complexity
	Need for efficient numerical techniques

	Eulerian/lagrangian description
	The incompressible Navier-Stokes system
	The Navier-Stokes equations
	Boundary conditions
	At the free surface
	At the bottom

	Initial conditions
	Non negativity of the pressure
	The incompressible Euler system

	Origins of the Euler equation
	Models for compressible fluids
	Multi-phase flows
	A typical two-phase model
	The Navier-Stokes system with variable density

	Fluid with complex rheology
	The Mohr-Coulomb criterion
	The Drucker-Prager criterion
	Herschel-Bulkley fluid


	The Saint-Venant system - Derivation and properties
	The shallow water approximation
	The hydrostatic system
	Estimates

	Derivation of the Saint-Venant system
	Vertical velocity
	The Saint-Venant system with a passive tracer
	Classical friction laws
	The Saint-Venant system in 2d
	Another derivation of the Saint-Venant system

	Properties of the Saint-Venant system (continuous level)
	Conservative form
	Hyperbolicity and Riemann invariants
	A very simple case
	Riemann invariants for the Saint-Venant system
	The full system
	The topography as an unknown

	Domain invariant
	Shocks
	Entropy and non smooth solutions
	Existence of solutions
	Particular solutions
	Stationary solutions
	Time dependent solutions
	Construction of analytical solutions for the Saint-Venant system


	Kinetic approach
	Kinetic interpretation of the Saint-Venant system

	The rotating Saint-Venant system
	Stationary analytical solutions

	An exercice (in french)

	Around the Saint-Venant system
	Wave equation
	Origins of the wave equation
	From Saint-Venant to the wave equation

	Potential flows
	General formulation
	The Airy wave model

	Erosion models
	Exner type models
	Derivation of the Exner model

	A Saint-Venant system with complex rheology

	Numerical methods
	Numerical methods for the conservative system
	Notations
	Consistency and stability
	Godunov's scheme
	Approximate Riemann solver of Harten, Lax, Van Leer
	Two well-known fluxes

	Numerical treatment of the source terms
	Operator splitting
	Direct discretization of the source term
	Well-balanced schemes
	Godunov type schemes
	Schemes with reconstruction
	Hydrostatic reconstruction

	Schémas préservant l'asymptotique
	Pour aller plus loin...
	Passage au 2D
	Termes sources plus compliqués


	Kinetic scheme
	Fluxes calculus
	The topography source term
	Stability of the scheme
	Boundary conditions
	Given water depth
	Given flux

	Friction terms
	Implicit treatment
	Kinetic description of the friction terms

	Second order scheme

	Simulation results
	Analytical solutions
	Fluvial regime
	Comparison with other solvers
	Transcritical regime with shock
	Parabolic bowl
	Numerical approximation of the 2d rotating Saint-Venant system
	Preservation of stationary solutions

	High order schemes


	Beyond the Saint-Venant system
	Vertically averaged Euler systems
	Non negativity of the pressure

	Depth-averaged solutions of the Euler and Navier-Stokes systems
	Depth-averaging of the Euler solution
	The proposed non-hydrostatic averaged model and other writings
	About asymptotic expansion
	Comparison with Green-Naghdi model
	Hydrostatic case
	A depth-averaged Navier-Stokes system

	Some properties of the non-hydrostatic model
	Expression for pnh
	Requirements for the pressure p

	Analytical solutions
	Time dependent analytical solutions
	Solitary wave solutions
	Stationary solutions
	Regularity of stationary solutions
	Stationary quasi-analytical solutions
	Numerical illustrations


	Hydrostatic Navier-Stokes (Euler) equations
	Model derivation
	Energy
	Pressure source terms
	Comparison with other multilayer systems
	Hyperbolicity
	Vertical velocity
	Kinetic interpretation
	Numerical scheme
	Variable density case

	Numerical simulations
	Hydrostatic Navier-Stokes system
	Comparison with a finite element simulations of the hydrostatic Navier-Stokes system

	Stratified flows
	Static equilibria with non flat bottom
	Wind forced flows

	3d simulations
	Dam break simulation
	Wind driven stratified flows



	Appendix
	Local analytical solution for a two-layered flow subject to wind stress


