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## 1. Introduction

Dispersion effects play a fundamental role in many applications involving hydrodynamics. At the large scale, the flow is dominated by advection, while the dissipative effects are more important at the microscopic level. At the mesoscopic level (the intermediate level) the dispersive effects become important, as it is the case, for example, in non-linear optics, electromagnetism, quantum mechanics [1, 2, 3], relativity and Bose-Einstein condensates [4, 5], atmospheric, coastal, and fluvial hydrodynamics $[6,7,8,9,10]$, magma, highly viscous fluids and/or capillary effects [11, 12, 13]. The main physical effects associated with dispersion are the appearance of dispersive (or undulating) shocks, and the existence of smooth traveling solitary waves, which may produce complex interactions with one another. These systems, independent of the physical nature of the involved medium, admit a mesoscale hydrodynamic model, which consists of a set of Partial Differential Equations (PDEs). These PDEs are mostly regularizations of hyperbolic models that, in one-dimension, may be written as

$$
\begin{equation*}
\partial_{t} u+\partial_{x} F(u)=\mathcal{D}, \tag{1}
\end{equation*}
$$

where, in a classical sense (endowed with an entropy pair, with a diagonalizable flux Jacobian $F^{\prime}(u)$, etc.), the left hand side defines a hyperbolic model. Depending on the application and the physical hypotheses made, the regularization on the right hand side may take different forms, and have a dissipative and/or dispersive character (see e.g., $[14,15,16,17,18,12]$ ). Therefore, term $\mathcal{D}$, may be a combination of the following forms:
(a) dissipative regularization $\mathcal{D}=\nu \partial_{x x} u$,
(b) dispersive regularization with time derivative $\mathcal{D}=\epsilon \partial_{x x t} u$,
(c) fully dispersive regularization $\mathcal{D}=\epsilon \partial_{x x x} u$.

The form (a) is a classical viscous regularization, while form (b) can be recast as a first-order evolutionary PDE with an embedded steady state second-order time independent elliptic problem; i.e.,

$$
\partial_{t} w=-\partial_{x} f, \quad-\partial_{x x} u+u=w .
$$

[^0]We previously showed e.g., in Refs. [19, 20, 21] how one can construct a very accurate numerical approximations of problems of form (a) and the elliptic form of (b), by first reformulating the system of PDEs as a first-order hyperbolic system. The schemes proposed with the hyperbolic formulation of PDE systems are upwind and highly accurate for both the solution $u$ and its gradient $u_{x}$, and have a natural potential for extension on arbitrary unstructured meshes as illustrated in Refs. [22, 23].

The presence of a third-order derivative term in form (c), however, introduces discretization difficulties, which are often related to the understanding of the type of stencil that is required to approximate these high-order derivative terms, the stability of the method used, and the imposition of boundary conditions. In Refs. [24, 16], possible solutions to some of these issues are proposed, where the authors showed very good results with a non-hyperbolic first-order system reformulation of a PDE and careful discretization of the fluxes. The hyperbolic reformulation of dispersive PDEs similar to the one initially proposed for diffusion in Ref. [19] alleviate the above mentioned issues. However, it is shown and proved in Ref. [25] that the hyperbolic formulation of a dispersive PDE in the form given in Ref. [19] is not possible. Thus, we are motivated to introduce an alternative hyperbolic formulation that is carefully designed for general dispersive PDEs that are relevant to, for example, quantum mechanics, relativistic hydrodynamics, and coastal engineering applications, such as the Korteweg-de Vries (KdV) equation [14, 17, 24].

In this work, we first present a first-order system for a pure dispersion equation, and show how the proposed formulation can be made hyperbolic. As an intermediate generalization, we then show that an advective-dispersive PDE (such as the classical KdV ) can also be made fully-hyperbolic as well. The fully-hyperbolic advection-dispersion system could be useful in imposing characteristics boundary condition. A practical extension of the proposed hyperbolic dispersion system for general advective-diffusive-dispersive PDEs follows next. We then present some numerical examples by applying the high-order residual-distribution (RD) scheme of Ref. [21] to the proposed system, and solving general dispersive PDEs, including the classical KdV equation, on randomly distributed nodes. We verify the order of accuracy of the scheme for both the solution, the gradient, and the Hessian (second derivative) with the use of method of manufactured solution, and show that the RD scheme applied to the proposed hyperbolic system produces accurate solution, gradient and Hessian with equal order of accuracy. The ability to obtain accurate gradient and Hessian are very important as they are used in many hydrodynamic dispersive models to define physically relevant quantities (e.g., potentials, energy, flow properties at an arbitrary depth, etc.). We also present solutions for the zero dispersion limit of conservation laws and demonstrate that the RD scheme applied to the proposed hyperbolic system is robust and can capture physical oscillations associated with the generated dispersive shocks.

## 2. Hyperbolic dispersion

In this section, we start with a time-dependent dispersive PDE, and reformulate it to a firstorder system than can be successfully transformed to a first-order hyperbolic system.

Consider the following linear dispersive PDE that is often referred to as the Airy equation,

$$
\begin{equation*}
\partial_{t} u=\epsilon \partial_{x x x} u \tag{2}
\end{equation*}
$$

where $\epsilon$ is the dispersion coefficient (positive or negative). Following the process we outlined in Ref. [20] (although other choices may also be possible), we consider here the semi-discrete form of Eq. (2) obtained with some implicit time integration scheme:

$$
\frac{\alpha}{\Delta t} u=\epsilon \partial_{x x x} u+s(x)
$$

where $\alpha$ and $s(x)$ depend on the time discretization and the known values of $u[20,21]$. We then
replace the semi-discrete PDE by the steady limit of the pseudo-time dependent system

$$
\begin{align*}
& \partial_{\tau} u=\epsilon \partial_{x} q-\frac{\alpha}{\Delta t} u+s(x), \\
& \partial_{\tau} p=\frac{1}{T_{\epsilon}}\left(\partial_{x} u-p-\gamma u\right),  \tag{3}\\
& \partial_{\tau} q=\frac{1}{T_{\epsilon}}\left(\gamma \partial_{x} u+\partial_{x} p-q\right),
\end{align*}
$$

where $\tau$ is the pseudo time, $t$ is the physical time, and $T_{\epsilon}$ and $\gamma$ are, respectively, the dispersion relaxation time and an arbitrary constant, both to be defined later.

It is easy to verify that $u$ in the above system satisfies the original semi-discrete dispersion equation at pseudo steady state (see also Refs. [20, 21]). Note that, the proposed system with $\gamma=0$ reduces to the first-order system formulation that is proven in Ref. [25] not to be hyperbolic. The study of the characteristic polynomial of the Jacobian matrix of the quasi-linear differential operator on the right hand side of Eq. (3) reveals that the form of $\gamma \neq 0$ is critical in constructing a hyperbolic system. For example, we have found that the following form of $\gamma$ could result in a hyperbolic formulation of the first-order system for dispersion

$$
\begin{equation*}
\gamma=\beta+\frac{1}{\epsilon \beta^{2} T_{\epsilon}}, \tag{4}
\end{equation*}
$$

where for dimensional consistency $\beta=\kappa / L_{\epsilon}, \kappa$ is an arbitrary constant, and $L_{\epsilon}$ is the dispersion length scale, to be defined later. With this choice of $\gamma$, the first-order system (3) admits the characteristic speeds

$$
\begin{equation*}
\lambda_{1}^{\text {disp }}=\frac{1}{\beta T_{\epsilon}}, \quad \lambda_{2}^{\text {disp }}=\frac{\lambda_{1}^{\text {disp }}}{2}\left(-1+\sqrt{1+4 \epsilon \beta^{3} T_{\epsilon}}\right), \quad \lambda_{3}^{\text {disp }}=\frac{\lambda_{1}^{\text {disp }}}{2}\left(-1-\sqrt{1+4 \epsilon \beta^{3} T_{\epsilon}}\right), \tag{5}
\end{equation*}
$$

with the following corresponding eigenvectors

$$
\mathbf{R}=\left[\begin{array}{ccc}
-\epsilon & -\lambda_{2}^{\text {disp }} T_{\epsilon} & -\lambda_{3}^{\text {disp }} T_{\epsilon}  \tag{6}\\
\epsilon \beta & 1 & 1 \\
\lambda_{1}^{\text {disp }} & \beta-\lambda_{2}^{\text {disp }} /(\epsilon \beta) & \beta-\lambda_{3}^{\text {disp }} /(\epsilon \beta)
\end{array}\right]
$$

which is non-singular (unless $\kappa=-2,-\frac{1}{2}$, or 1 ).
We now define the relaxation time $T_{\epsilon}$ as the ratio between the dispersion length scale, $L_{\epsilon}$, and either of the $\lambda_{2}$ or the $\lambda_{3}$, and arrive at the following relation:

$$
\begin{equation*}
T_{\epsilon}=\frac{L_{\epsilon}^{3}}{\epsilon}, \tag{7}
\end{equation*}
$$

where we have chosen $\kappa=\kappa_{g} \equiv(1+\sqrt{5}) / 2$, which is denoted here as the golden ratio, satisfying $\kappa_{g}^{2}-\kappa_{g}-1=0$ by definition. We remark that the proposed system have three real eigenvalues with linearly independent eigenvectors for any positive $\kappa$ (except for $\kappa=1$, which makes the matrix of eigenvectors singular). Thus the proposed the proposed first order system is hyperbolic. With the choice of the golden ratio, we arrive at $\gamma=2 / L_{\epsilon}$.

With the definitions of $T_{\epsilon}, \kappa\left(=\kappa_{g}\right), \beta$, and $\gamma$, we recast the proposed hyperbolic dispersion system in a vector form as

$$
\begin{equation*}
\partial_{\tau} \mathbf{U}+\mathbf{A} \partial_{x} \mathbf{U}=\mathbf{Q} \tag{8}
\end{equation*}
$$

where

$$
\mathbf{U}=\left[\begin{array}{c}
u  \tag{9}\\
p \\
q
\end{array}\right], \quad \mathbf{A}=\mathbf{A}^{\mathrm{disp}}=\left[\begin{array}{ccc}
0 & 0 & -\epsilon \\
-1 / T_{\epsilon} & 0 & 0 \\
-\gamma / T_{\epsilon} & -1 / T_{\epsilon} & 0
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{c}
-\frac{\alpha}{\Delta t} u+s(x) \\
-(p+\gamma u) / T_{\epsilon} \\
-q / T_{\epsilon}
\end{array}\right] .
$$



Figure 1: Schematics of the dispersion waves structures for the proposed hyperbolic dispersion system.

The three real eigenvalues of the Jacobian matrix $\mathbf{A}^{\text {disp }}$ can be shown to be (see also Fig. 1)

$$
\begin{equation*}
\lambda_{1}^{\text {disp }}=\frac{L_{\epsilon}}{\kappa_{g} T_{\epsilon}}, \quad \lambda_{2}^{\text {disp }}=\kappa_{g} \lambda_{1}^{\text {disp }}, \quad \lambda_{3}^{\text {disp }}=-\kappa_{g}^{2} \lambda_{1}^{\text {disp }} \tag{10}
\end{equation*}
$$

and the corresponding right and left eigenvectors are

$$
\mathbf{R}=\left[\begin{array}{ccc}
-\kappa_{g} L_{\epsilon}^{2} & -L_{\epsilon}^{2} & \kappa_{g} L_{\epsilon}^{2}  \tag{11}\\
L_{\epsilon} \kappa_{g}^{2} & L_{\epsilon} & L_{\epsilon} \\
1 & 1 & \kappa_{g}^{2}
\end{array}\right], \quad \mathbf{L}=\frac{1}{\kappa_{g}^{2}+1}\left[\begin{array}{ccc}
1 / L_{\epsilon}^{2} & \kappa_{g}^{2} / L_{\epsilon} & -\kappa_{g} \\
-\left(\kappa_{g}^{2}+1\right) / L_{\epsilon}^{2} & -\left(\kappa_{g}^{2}+1\right) / L_{\epsilon} & \kappa_{g}^{2}+1 \\
1 / L_{\epsilon}^{2} & 1 /\left(\kappa_{g}^{2} L_{\epsilon}\right) & 1 / \kappa_{g}
\end{array}\right] .
$$

We now define the dispersion length scale, $L_{\epsilon}$, by first inserting the Fourier mode of phase angle $\theta \in[0, \pi]$ (i.e., $\mathbf{U}=\mathbf{U}_{0} e^{I \theta / h}$ ), where $\mathbf{U}_{0}$ is a constant vector, $h$ is a grid spacing, and $I=\sqrt{-1}$, into the hyperbolic dispersion system. We then evaluate the eigenvalues of the Fourier-transformed operator with the $\kappa_{g}$ value, and expand them for small $\theta$ to obtain the leading terms:

$$
\begin{equation*}
\lambda_{1}=-\frac{I \epsilon}{h^{3}} \theta^{3}+\frac{2 I \epsilon L_{\epsilon}^{2}}{h^{5}} \theta^{5}+\frac{2 \epsilon L_{\epsilon}^{3}}{h^{6}} \theta^{6}+O\left(\theta^{7}\right), \quad \lambda_{2 / 3}=-\frac{\epsilon}{L_{\epsilon}^{3}} \pm \frac{I \sqrt{2} \epsilon}{L_{\epsilon}^{2} h} \theta+O\left(\theta^{2}\right) \tag{12}
\end{equation*}
$$

The first eigenvalue is clearly an approximation to the Fourier symbol of the operator $\epsilon \partial_{x x x} u$, with a second-order error in terms of $\theta$. The other two represent damping modes with the real part, $-\epsilon / L_{\epsilon}^{3}$, but also have propagation in the next leading term, $\pm I \sqrt{2} \epsilon \theta /\left(L_{\epsilon}^{2} h\right)$. To determine the dispersion length scale and possibly enhance the effects of error propagation during transient pseudo-time, we equate the imaginary parts of the second and the third eigenvalues with the leading term of the first eigenvalue (i.e., $\frac{\epsilon}{h^{3}} \theta^{3}=\frac{\sqrt{2} \epsilon}{L_{\epsilon}^{2} h} \theta$ ) for the smoothest mode (i.e., lowest frequency error mode) by setting $\theta=\pi h$. After some algebra, we arrive at the following dispersion length scale:

$$
\begin{equation*}
L_{\epsilon}= \pm \frac{2^{\frac{1}{4}}}{\pi} \tag{13}
\end{equation*}
$$

where the positive and negative length scales are associated with the positive and negative dispersion coefficient, $\epsilon$, respectively. We note that for all the numerical examples presented in Sec. 6, we observed experimentally that both doubling and halving the above dispersion length scale result in a larger number of linear relaxations and therefore, the above dispersion length scale appears to be optimum.

The proposed hyperbolic dispersion system is now completely defined. In the next section, we present an extension of this system to an advective-dispersive PDE (such as KdV) and show that a fully-hyperbolic system formulation of such PDEs can also be found. The general extension of the proposed hyperbolic system for a general advection-diffusion-dispersion equation is discussed in Sec. 4.

## 3. Hyperbolic advection-dispersion

In this section, we briefly present an immediate extension of the hyperbolic dispersion system to a general advective-dispersive PDEs (such as KdV). The proposed hyperbolic advective-dispersive system could be beneficial in imposing characteristic boundary conditions (BCs) for dispersive PDEs. This is, however, beyond the scope of this paper. Note also that there exist already some schemes that efficiently handle boundary conditions for KdV equation [26, 27]. The exploitation of the first order formulation proposed here to obtain similar or improved schemes is left for future investigations.

Consider a general advective-dispersive PDEs: $\partial_{t} u+\partial_{x} f=\epsilon \partial_{x x x} u$, where advection speed is defined as $a(u)=\partial f / \partial x$. One possible hyperbolic formulation for advective-dispersive PDEs is:

$$
\begin{align*}
& \partial_{\tau} u=-a \partial_{x} u+\epsilon \partial_{x} q-\frac{\alpha}{\Delta t} u+s(x), \\
& \partial_{\tau} p=\left(\frac{1}{T_{a}}+\frac{1}{T_{\epsilon}}\right)\left(\partial_{x} u-p-\gamma u\right),  \tag{14}\\
& \partial_{\tau} q=\frac{1}{T_{\epsilon}}\left(\gamma \partial_{x} u+\partial_{x} p-q\right),
\end{align*}
$$

where $T_{a}$ is the advection relaxation time, $\gamma=\beta+\frac{T_{\epsilon}}{\epsilon T^{2} \beta^{2}}-\frac{a}{\epsilon \beta} \frac{T_{\epsilon}}{T}$, and $\frac{1}{T}=\frac{1}{T_{a}}+\frac{1}{T_{\epsilon}}$. This system has the following three characteristic speeds

$$
\begin{equation*}
\lambda_{1}^{\text {adv-disp }}=\frac{1}{\beta}\left(\frac{1}{T_{a}}+\frac{1}{T_{\epsilon}}\right), \lambda_{2,3}^{\text {adv-disp }}=\frac{1}{2}\left(a-\lambda_{1}^{\text {adv-disp }} \pm \sqrt{\left(a-\lambda_{1}^{\text {adv-disp }}\right)^{2}+\frac{4 \epsilon \beta}{T_{\epsilon}}}\right), \tag{15}
\end{equation*}
$$

with the corresponding right eigenvectors expressed as

$$
\mathbf{R}=\left[\begin{array}{ccc}
-\epsilon & -\lambda_{2}^{\text {adv-disp }} T & -\lambda_{3}^{\text {adv-disp }} T  \tag{16}\\
\epsilon \beta & 1 & 1 \\
\lambda_{1}^{\text {adv-disp }}-a & \beta T / T_{\epsilon}-\lambda_{2}^{\text {adv-disp }} /(\epsilon \beta) & \beta T / T_{\epsilon}-\lambda_{3}^{\text {adv-disp }} /(\epsilon \beta)
\end{array}\right]
$$

We follow the same procedure as given in Sec. 2, and obtain the relaxation time as $T=-\left(a L T_{\epsilon}-\right.$ $\left.\sqrt{a^{2} L^{2} T_{\epsilon}^{2}+4 L T_{\epsilon}(\beta L+1)}\right) /(2 \epsilon \beta)$. With this relaxation time, we can show that the eigenvalues are always real, and matrix of right eigenvectors is non-singular with $\kappa>0$ (except for $\kappa=1$ ). Thus, the presented system is fully-hyperbolic for $\kappa>0$ and $\kappa \neq 1$.

An optimum length scale $L$ can be obtained by a Fourier analysis, as discussed in Sec. 2. However, this computation is not performed here, because for general numerical approximation we use the hyperbolic structure of advection, diffusion, and dispersion operators separately (see Sec. 4). The individual treatment of these operators makes the extension to multi-dimensions and/or more complex equations straightforward.

## 4. Generalization: hyperbolic advection-diffusion-dispersion

Here, we present an extension of the proposed hyperbolic dispersion formulation to a general hyperbolic advection-diffusion-dispersion system. This extension is not trivial and therefore, is reported here for completeness.

Consider a nonlinear advection-diffusion-dispersion equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x}(f)=\partial_{x}\left(\nu \partial_{x} u\right)+\epsilon \partial_{x x x} u \tag{17}
\end{equation*}
$$

where $f$ is a nonlinear function of $u$, and the diffusion coefficient, $\nu$, may be a function of the solution variable $u$, and the advection speed is defined as $a(u)=\partial f / \partial u$. Using the hyperbolic
dispersion system introduced in Sec. 2, we propose the following hyperbolic system for a general advection-diffusion-dispersion equation, Eq. (17),

$$
\begin{align*}
& \partial_{\tau} u=-\partial_{x} f+\partial_{x}(\nu p+\gamma \nu u)+\epsilon \partial_{x} q-\frac{\alpha}{\Delta t} u+s(x),  \tag{18}\\
& \partial_{\tau} p=\left(\frac{1}{T_{\nu}}+\frac{1}{T_{\epsilon}}\right)\left(\partial_{x} u-p-\gamma u\right),  \tag{19}\\
& \partial_{\tau} q=\frac{1}{T_{\epsilon}}\left(\gamma \partial_{x} u+\partial_{x} p-q\right), \tag{20}
\end{align*}
$$

which is formulated such that it properly reduces to a pure hyperbolic advection-dispersion and a pure hyperbolic advection-diffusion system, respectively, in the dispersion limit $(\nu \rightarrow 0)$ and the diffusion limit $(\epsilon \rightarrow 0)$.

Writing in vector form, Eq. (8), and following the non-unified approach of Ref. [23] for a separate treatment of advection, diffusion, and (in the this case) dispersion components, the flux Jacobian matrix $\mathbf{A}$ of the proposed hyperbolic advection-diffusion-dispersion formulation becomes

$$
\mathbf{A}=\mathbf{A}^{\text {adv }}+\mathbf{A}^{\text {diff }}+\mathbf{A}^{\text {disp }}=\left[\begin{array}{ccc}
a-\gamma \nu & 0 & 0  \tag{21}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
0 & -\nu & 0 \\
-1 / T_{\nu} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\mathbf{A}^{\text {disp }},
$$

where $\mathbf{A}^{\text {disp }}$ is given in Eq. (9). Note that for simplicity in the discussion, we presented the flux Jacobian for a linear $\nu$, but the proposed first-order system is also applicable for a nonlinear $\nu$. Note also that we have included the flux Jacobian resulting from the presence of the $\gamma \nu u_{x}$ term in the first equation into the advective flux Jacobian, and not to the diffusion flux Jacobian; that is, we have treated $\gamma \nu$ as an added advection speed, which acts as an artificial advection in the diffusion limit (as $\gamma$ does not vanish when $\epsilon \rightarrow 0$ ). With the above formulation, we also recover the identical hyperbolic diffusion system (which is in fact a [ $2 \times 2$ ] system) of Ref. [19] and thus, the same eigenvalues, $\lambda_{1}^{\text {diff }}=-\sqrt{\nu / T_{\nu}}, \lambda_{2}^{\text {diff }}=\sqrt{\nu / T_{\nu}}$, the diffusion relaxation time, $T_{\nu}=L_{\nu}^{2} / \nu$, and the diffusion length scale, $L_{\nu}=1 / 2 \pi$, given in Ref. [28], are applicable here.

## 5. Discretization and implicit solver

The proposed hyperbolic advection-diffusion-dispersion system can now be discretized with a desired scheme, such as finite volume (FV), Discontinuous-Galerkin (DG), RD, etc. Here we describe the discretization within the RD framework.

Consider a one-dimensional domain discretized with $N$ randomly distributed nodes. We store solution vector $\mathbf{U}$ at each node denoted by $x_{j}$, where $j=1,2,3, \ldots, N$, and compute the cell residual, $\boldsymbol{\Phi}^{E}$, by integrating the right-hand-side of Eq. (8) over the cell defined by the node $j$ and $j+1$ (Fig. 2):

$$
\begin{equation*}
\boldsymbol{\Phi}^{E}=\int_{j}^{j+1}\left(-\mathbf{A} \partial_{x} \mathbf{U}+\mathbf{Q}\right) d x \tag{22}
\end{equation*}
$$

where we follow the technique of Ref. [21] to compute cell residuals of both the steady and unsteady source terms.


Figure 2: Schematic of the cell definition, and the left and the right nodes on each computational cell.

We now distribute the cell residual $\boldsymbol{\Phi}^{E}$ to the right and the left nodes of each cell with the following distribution function, which is obtained such that we can guarantee conservation when advection, diffusion, and dispersion are treated separately:

$$
\begin{equation*}
\boldsymbol{\Phi}^{\mathrm{L}}=\mathbf{B}^{-} \boldsymbol{\Phi}^{\mathrm{E}}, \quad \boldsymbol{\Phi}^{\mathrm{R}}=\mathbf{B}^{+} \boldsymbol{\Phi}^{\mathbf{E}}, \quad \mathbf{B}^{ \pm}=\frac{1}{2} \mathbf{I} \pm \mathbf{D}^{\text {adv }} \pm \mathbf{D}^{\text {diff }} \pm \mathbf{D}^{\text {disp }} \tag{23}
\end{equation*}
$$

where the positive and the negative signs of the advection, $\mathbf{D}^{\text {adv }}$, the diffusion, $\mathbf{D}^{\text {diff }}$, and the dispersion, $\mathbf{D}^{\text {disp }}$, stabilization terms correspond to the distributions of the cell residual $\boldsymbol{\Phi}^{E}$ to the right and the left nodes, respectively (see Fig. 2). We define these stabilization terms independently by reformulating the advection, the diffusion, and the dispersion projection matrices in the form of the above distribution function. To do this, we recall that an upwind distribution matrix can be constructed as [19] (after some algebra):

$$
\mathbf{B}^{ \pm}=\frac{1}{2} \mathbf{R}\left[\begin{array}{ccc}
1 \pm \frac{\lambda_{1}}{\left|\lambda_{1}\right|} & 0 & 0  \tag{24}\\
0 & 1 \pm \frac{\lambda_{2}}{\left|\lambda_{2}\right|} & 0 \\
0 & 0 & 1 \pm \frac{\lambda_{3}}{\left|\lambda_{3}\right|}
\end{array}\right] \mathbf{L}=\frac{1}{2} \mathbf{I} \pm \frac{1}{2} \mathbf{A}\left(\mathbf{R}|\boldsymbol{\Lambda}|^{-1} \mathbf{L}\right)=\frac{1}{2} \mathbf{I} \pm \frac{1}{2} \mathbf{A} \sum_{l=1}^{3} \frac{1}{\left|\lambda_{l}\right|} \boldsymbol{\Pi}_{l}
$$

which results in the following advection, diffusion, and dispersion stabilization terms:

$$
\begin{equation*}
\left.\left.\mathbf{D}^{\text {adv }}=\frac{1}{2} \mathbf{A}^{\text {adv }} /(\mid a-\gamma \nu) \right\rvert\,+\tilde{\epsilon}\right), \quad \mathbf{D}^{\text {diff }}=\frac{1}{2} \mathbf{A}^{\mathrm{diff}} \sum_{l=1}^{2} \frac{1}{\left|\lambda_{l}^{\mathrm{diff}}\right|} \boldsymbol{\Pi}_{l}^{\mathrm{diff}}, \quad \mathbf{D}^{\mathrm{disp}}=\frac{1}{2} \mathbf{A}^{\mathrm{disp}} \sum_{l=1}^{3} \frac{1}{\left|\lambda_{l}^{\text {disp }}\right|} \boldsymbol{\Pi}_{l}^{\mathrm{disp}}, \tag{25}
\end{equation*}
$$

where $\tilde{\epsilon} \ll 1$ is added to avoid division by zero when the total advection speed, $a-\gamma \nu$, is identically zero. Note that the distribution matrix sums up to the identity matrix for each cell and therefore, we have conservation. The diffusion and dispersion projection matrices (i.e., $\Pi^{\text {diff }}$ and $\Pi^{\text {disp }}$ ), which are given here for convenience, are easily defined by projecting the diffusion and dispersion fluxes Jacobians onto their corresponding running waves (i.e., $\mathbf{A}^{\text {diff. }}=\sum_{l=1}^{2} \lambda_{l}^{\text {diff }} \boldsymbol{\Pi}_{l}^{\text {diff }}$, and $\mathbf{A}^{\text {disp. }}=$ $\left.\sum_{l=1}^{3} \lambda_{l}^{\text {disp }} \boldsymbol{\Pi}_{l}^{\text {disp }}\right)$, to arrive at

$$
\begin{gather*}
\boldsymbol{\Pi}_{1}^{\mathrm{diff}}=\frac{1}{\lambda_{1}^{\mathrm{diff}}-\lambda_{2}^{\mathrm{diff}}}\left[\begin{array}{ccc}
\lambda_{1}^{\mathrm{diff}} & -\nu & 0 \\
-1 / T_{\nu} & -\lambda_{2}^{\mathrm{diff}} & 0 \\
0 & 0 & 0
\end{array}\right], \quad \boldsymbol{\Pi}_{2}^{\mathrm{diff}}=\mathbf{I}-\boldsymbol{\Pi}_{1}^{\mathrm{diff}},  \tag{26}\\
\boldsymbol{\Pi}_{1}^{\mathrm{disp}}=\frac{1}{\kappa_{g}^{2}+1}\left[\begin{array}{ccc}
-\kappa_{g} & -\kappa_{g}^{3} L_{\epsilon} & \kappa_{g}^{2} L_{\epsilon}^{2} \\
\frac{\kappa_{g}^{2}}{L_{\epsilon}} & \kappa_{g}^{4} & -\kappa_{g}^{3} L_{\epsilon} \\
\frac{1}{L_{\epsilon}^{2}} & \frac{\kappa_{g}^{2}}{L_{\epsilon}} & -\kappa_{g}
\end{array}\right], \boldsymbol{\Pi}_{2}^{\mathrm{disp}}=\left[\begin{array}{ccc}
1 & L_{\epsilon} & -L_{\epsilon}^{2} \\
-\frac{1}{L_{\epsilon}} & -1 & L_{\epsilon} \\
-\frac{L_{\epsilon}}{L_{\epsilon}^{2}} & -\frac{1}{L_{\epsilon}} & 1
\end{array}\right], \boldsymbol{\Pi}_{3}^{\mathrm{disp}}=\mathbf{I}-\boldsymbol{\Pi}_{1}^{\mathrm{disp}}-\boldsymbol{\Pi}_{2}^{\mathrm{disp}},( \tag{27}
\end{gather*}
$$

where $\mathbf{I}$ is an identity matrix.
The nodal residuals can now be fully subscribed as

$$
\frac{d \mathbf{U}_{j}}{d \tau}=\frac{1}{h_{j}}\left(\boldsymbol{\Phi}_{j}^{L}+\boldsymbol{\Phi}_{j}^{R}\right)=\boldsymbol{\operatorname { R e s }}_{j},
$$

where $h_{j}$ is the median dual volume for the node $j$. We drop the pseudo-steady state term, and effectively solve $\operatorname{Res}(\mathbf{U})=\mathbf{0}$, where, here, $\mathbf{U}$ is the global vector of unknowns. We construct an implicit solver as

$$
\begin{equation*}
\mathbf{U}^{k+1}=\mathbf{U}^{k}+\Delta \mathbf{U}^{k} \tag{28}
\end{equation*}
$$

where $k$ is the Newton counter, and $\Delta \mathbf{U}$ is an update to the solution, which is determined from the solution of the following linear system

$$
\begin{equation*}
\frac{\partial \boldsymbol{R e s}}{\partial \mathbf{U}} \Delta \mathbf{U}^{k}=-\boldsymbol{R e s}^{k} . \tag{29}
\end{equation*}
$$

In this work, we obtain the Jacobian matrix numerically with an automatic-differentiation technique based on an operator-overloading algorithm. This procedure is the same as described in Ref. [21] but included here for completness.

## 6. Results

In this section, we examine and verify the accuracy of the proposed hyperbolic advection-diffusion-dispersion system. The presented examples are solved by discretizing the hyperbolic system using the RD scheme discussed in Sec. 5. We relax the linearized system given by Eq. (29) with a Gauss-Seidel (GS) algorithm, and reduce the linear residuals by three orders of magnitude with the maximum of 1000 relaxation steps. This typically takes, on average, about 40-50 GS relaxations with an under relaxation parameter of 0.8 . The implicit solver (i.e., Eq. 28) is then continued until ten orders of magnitude reduction is achieved for all the equations.

We first present an example for solving a nonlinear advection-diffusion-dispersion equation through the method-of-manufactured solution. This example is used to verify the order of accuracy of the scheme. We then present two more examples; one for solving the classical KdV equation with small dispersion coefficient, and one to demonstrate the capability of the proposed scheme in resolving physical oscillations in the zero dispersion limit.

### 6.1. Example 1: Order of accuracy verification

Consider the following nonlinear advection-diffusion-dispersion equation:

$$
\begin{equation*}
\partial_{t} u+\partial_{x} f=\partial_{x}\left(\nu \partial_{x} u\right)+\epsilon \partial_{x x x} u+\tilde{s}(x, u) \tag{30}
\end{equation*}
$$

where $f=3 u^{2}, \nu=0.5, \epsilon=1$ and $\tilde{s}$ is the manufactured source term. We seek, through the method of manufactured solution, a time-dependent two-soliton solution of the (generalized) KdV equation [29]:

$$
\begin{equation*}
u^{e}(x, t)=\frac{\left(\eta_{2}-\eta_{1}\right)\left(\eta_{1} \operatorname{sech}^{2}\left[\chi\left(\eta_{1}\right)\right]+\eta_{2} \operatorname{csch}^{2}\left[\chi\left(\eta_{2}\right)\right]\right)}{\left(\sqrt{\eta_{1}} \tanh \left[\chi\left(\eta_{1}\right)\right]-\sqrt{\eta_{2}} \operatorname{coth}\left[\chi\left(\eta_{2}\right)\right]\right)^{2}} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\eta)=\sqrt{\frac{\eta}{2}}(x-2 \eta t-\tilde{a}) \tag{32}
\end{equation*}
$$

and $\eta_{1}>0, \eta_{2}>0$, and $\tilde{a}$ are arbitrary constants. Here we consider $\eta_{1}=0.5, \eta_{2}=1.0$, and $\tilde{a}=0.1$, but similar results are also obtained with other values.

After reformulating Eq. (30) in the form of the proposed hyperbolic advection-diffusion-dispersion system discussed in Sec. 4, we apply the efficient fourth-order RD scheme of Ref. [21] for the spatial discretization, along with the A-stable second-order Backward-Differencing-Formula (BDF2) for the temporal discretization to the hyperbolic system. We then solve the system of equations (for non-periodic boundary domains) with an imposed Dirichlet boundary condition (i.e., the timedepended solutions at the boundary nodes are fixed) and $u^{e}(x, 0)$ as an initial condition. Note that the treatment of Neumann boundary condition is identical to the treatment of the Dirichlet boundary condition as derivatives of the primal variables are represented explicitly with the reformulation of the governing equation as a hyperbolic first-order system (see Refs. [21, 23] for more details).

Figure 3 shows the predicted solution $u$ and its first and second gradients (i.e., $u_{x}$ and $u_{x x}$ ) at different times. These solutions are obtained with $\Delta t=0.01$ using 60 randomly distributed grid points in $x \in(0,30)$. As shown, the predicted fourth-order results are in a very good agreement with the exact values even on such a relatively coarse grid.

Figure 4 shows comparison between the fourth-order solutions and the second-order solutions for the same problem on the same randomly distributed grid. The presented results correspond to the solution at $t=10$ with $\Delta t=0.01$. This figure shows that the second-order scheme over/under predicts the peaks and valleys of the gradients, while the fourth-order scheme captures them more accurately.

We also verified the formal temporal and spatial orders of accuracy for the solution, gradient, and the Hessian (second-derivative) on a series of grids with randomly distributed nodes. The error


Figure 3: Two-soliton KdV with method of manufactured solution: comparison with the predicted (fourth-order spatial plus BDF2) and exact solutions (including $u_{x}$ and $u_{x x}$ ) at different times obtained on a randomly distributed nodes $(N=60)$ in $x \in[0,30](\Delta t=0.01)$.

(a) $u_{x}$ at $t=10$

(b) $u_{x x}$ at $t=10$

Figure 4: Comparison between the predicted second- and fourth-order solution gradients for the two-soliton KdV problem computed on a randomly distributed nodes $(N=60)$ in $x \in[0,30]$ $(t=10, \Delta t=0.01)$.
convergence is obtained by computing the $L_{1}$ norms (i.e., $\mathbf{L}_{1}=\sum_{j=1}^{N}\left|\mathbf{U}_{j}-\mathbf{U}_{j}^{e}\right| / N$, where $\mathbf{U}$ is the solution vector, the superscript $e$ denotes the exact value, and $N$ is the total number of grid points). Similar results are also obtained with the $L_{2}$ norm and therefore not shown. For temporal accuracy verification, we used a grid with 640 randomly distributed points, and varied $\Delta t$. For spatial accuracy, we fixed $\Delta t=0.001$ and used a series of randomly distributed grids. These results are shown in Fig. 5, indicating that all solution variables, including the first two solution gradients (i.e., $u_{x}$ and $u_{x x}$ ) are fourth-order accurate in space and second-order accurate in time. This is significant because a sixth-order accurate solution is typically needed with conventional schemes to achieve fourth-order accurate second-derivatives. The reconstructed solution gradients, which are computed using a cubic polynomial fit of the fourth-order computed solution, are at least $1-2$ orders of magnitude less accurate than the computed solution gradients. The orders of accuracy of the reconstructed solution gradients are also shown in Fig. 5 for comparison.


Figure 5: Temporal and spatial accuracy verifications of the proposed hyperbolic advection-diffusion-dispersion system for the solution variable and its first two derivatives using the fourthorder RD-GT scheme (with BDF2 for temporal discretization) [21] on randomly distributed nodes.

It is important to note that the accuracy of the presented results is not a direct consequence of the proposed hyperbolic dispersion formulation. The presented hyperbolic reformulation is not a scheme and by itself cannot guarantee the order of accuracy of the variables nor does guarantee the equal order of accuracy for solution, gradients and Hessian. However, the first-order hyperbolic formulation strategy provides a platform on which efficient high-order scheme can be constructed to achieve high-order solution, solution gradients, and Hessian. Designing high-order scheme for the proposed first-order hyperbolic system is not a subject of this paper. Here, we use existing compact high-order schemes that when applied to the proposed first-order system give the designed high-order of accuracy for all variables for some general cases.

To demonstrate this, we look at the order of accuracy of the high-order RD schemes [21] applied to a problem that its solution has only three continuous derivatives. For this purpose, we repeat the Example 1 but this time we seek the following solution in $x \in[-\pi, \pi]$ :

$$
u(x, t)=\left\{\begin{array}{cc}
-\frac{\eta^{3}}{6}-\frac{\eta^{2}}{2}, & \eta<0 \\
\frac{\eta^{3}}{6}-\frac{\eta^{2}}{2}, & \eta>0
\end{array},\right.
$$

where $\eta=x-t$. We apply the second- and fourth-order RD schemes proposed in Ref. [21] with a series of randomly distributed nodes, and obtain the spatial order of accuracy of the numerical schemes. This is shown in Fig. 6 along with a representative solution at $t=1.0$. The second-order


Figure 6: Representative of a solution that has only three continuous derivatives and the order of accuracy of the second- and fourth-order RD schemes of Ref. [21] for such problems.
scheme gives the design order of accuracy for both solution, gradient and Hessian (i.e., secondorder). The fourth-order scheme, however, produces the same order of accuracy as the second-order one, albeit with a slightly reduced error. This is not related to the proposed first-order hyperbolic dispersion formulation, but to the accuracy enhancement of [21] based on corrections which are independent on the smoothness of the solution. To improve the results, non-linear weighted corrections based on the smoothest stencil, for example, similar to those of WENO discretizations, could be combined with the first order formulation proposed here. This is left for future work.

### 6.2. Example 2: Colliding soliton waves

Consider the following classical KdV equation:

$$
\begin{equation*}
\partial_{t} u+\partial_{x} f=\epsilon \partial_{x x x} u . \tag{33}
\end{equation*}
$$

where $f=u^{2} / 2$ and $\epsilon<0$. The following initial condition results in a time-dependent colliding two-soliton solution:

$$
\begin{equation*}
u(x, 0)=3 \eta_{1} \operatorname{sech}^{2}\left(\frac{1}{2} \sqrt{-\eta_{1} / \epsilon}\left[\left(x-x_{1}\right)-\eta_{1} t\right]\right)+3 \eta_{2} \operatorname{sech}^{2}\left(\frac{1}{2} \sqrt{-\eta_{2} / \epsilon}\left[\left(x-x_{2}\right)-\eta_{2} t\right]\right) \tag{34}
\end{equation*}
$$

where $\eta_{1}$ and $\eta_{2}$ are arbitrary positive constants, and $x_{1}$ and $x_{2}$ are the initial locations of the two soliton waves. Following the example given in Ref. [30], we consider $\eta_{1}=0.3, \eta_{2}=0.1, x_{1}=0.4$, $x_{2}=0.8$ and $\epsilon=-4.84 \times 10^{-4}$ with a periodic boundary condition, and solve the classical KdV equation in $x \in[0,2]$ with 200 randomly distributed nodes. Similar results are also obtained with other values and therefore, not shown.

Figure 7 shows the predicted solution $u$ and its gradient and Hessian (i.e., $u_{x}$ and $u_{x x}$ ) at $t=1,2,3$. The initial solution is also shown as reference. These solutions are obtained with $\Delta t=0.01$ using the fourth-order (spatial) RD scheme (with BDF2 for time discretization) of Ref. [21]. We note that these results are converged and further grid refinement does not change the results qualitatively.

### 6.3. Example 3: Dispersive shock

Consider a dispersive nonlinear Burger equation (i.e., Eq. (33) when $\epsilon \rightarrow 0^{+}$). This equation has a dispersive behavior and produces continuous wavelets in the vicinity of the discontinuity


Figure 7: Two-soliton solution to $u_{t}+u u_{x}=\epsilon u_{x x x}$ : Predicted (fourth-order spatial plus BDF2) results with 200 randomly distributed grid points in a periodic domain $x \in[0,2]\left(\epsilon=-4.84 \times 10^{-4}\right.$, $\Delta t=0.01)$.
(aka dispersive shock waves). In this example, we illustrate the capability of our code in resolving high-frequency wavelets for very small $\epsilon$. Figure 8 shows the predicted results for $\epsilon=10^{-3}$ and $10^{-4}$. The predicted high-order gradients and Hessians (second-derivatives) of the solution $u$ are also provided. The results show that physical oscillations are captured and solutions are noisefree particularly before and after the dispersive shocks (other reported solutions contain some numerical oscillations, see e.g., Ref. [24]). For comparison, the reconstructed gradient (third-order) and Hessian (second-order) are also shown. These solutions are converged (i.e., no noticeable change in results are observed with further grid refinement) and we experienced no instability in obtaining these solutions. We note that the under-resolved computation (i.e., solutions with much coarser grids) the solution exhibits stable oscillations downstream and upstream of the continuous wavelets. Again, we must emphasis that this is due to the numerical schemes that are employed to demonstrate the introduced first-order hyperbolic system for dispersive PDEs and not because of the first-order hyperbolic system formulation.


Figure 8: Dispersive shock case (zero dispersion limit): $u_{t}+u u_{x}=\epsilon u_{x x x}, \epsilon \rightarrow 0^{+}, u(x, 0)=$ $2+1 / 2 \sin (2 \pi x)$ : predicted solution, its gradient and Hessian (second-derivative) using the fourthorder RD scheme (plus BDF2) applied to the proposed hyperbolic dispersion system on randomly distributed grid points in a periodic domain $x \in[0,1]$.

Even in presence of a physical initial discontinuity, the zero dispersion limit solutions are not discontinuous, but evolve fine scale continuous wavelets, eventually separating into solitary waves. To demonstrate the ability of our formulation to capture this behaviour, we report Fig. 9 the evolution of a top-hat into trains of travelling waves.

## 7. Conclusions

We have introduced, for the first time, a first-order system approach for general advection-diffusion-dispersion equations. We showed that the proposed system has real eigenvalues with


Figure 9: Zero dispersion limit: predicted solution of $u_{t}+u u_{x}=\epsilon u_{x x x}, \epsilon=10^{-4}$, with initial condition specified as $u(x, 0)=1$ for $0.25>x<4.0$, otherwise $u(x, 0)=0$ using the fourthorder RD scheme of Ref. [21] (plus BDF2) applied to the proposed hyperbolic dispersion system on $N=1500$ randomly distributed grid points in a periodic domain $x \in[0,5]$.
linearly independent eigenvectors, and thus is hyperbolic. We apply the fourth-order RD scheme of Ref. [21] to the proposed hyperbolic system, and solved several time-dependent dispersive equations, including the classical two-soliton KdV and a dispersive shock case. We demonstrated that the predicted results, including the gradient and Hessian (i.e., $u_{x}$ and $u_{x x}$ ), are in a very good agreement with the exact solutions. We also showed that the RD scheme applied to the proposed system can capture dispersive shocks with no numerical oscillations. The design order of accuracy of the scheme (fourth-order spatial and second-order temporal) is also verified, and we achieved equal order of accuracy for the solution, the gradient, and the Hessian.
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